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1. Introduction

The finite element method is one of the greatest advances in numerical
computing of the past century. It has become an indispensable tool for sim-
ulation of a wide variety of phenomena arising in science and engineering. A
tremendous asset of finite elements is that they not only provide a method-
ology to develop numerical algorithms for simulation, but also a theoretical
framework in which to assess the accuracy of the computed solutions. In
this paper we survey and develop the finite element exterior calculus, a new
theoretical approach to the design and understanding of finite element dis-
cretizations for a wide variety of systems of partial differential equations.
This approach brings to bear tools from differential geometry, algebraic
topology, and homological algebra to develop discretizations which are com-
patible with the geometric, topological, and algebraic structures which un-
derlie well-posedness of the PDE problem being solved. Applications treated
here include the finite element discretization of the Hodge Laplacian (which
includes many problems as particular cases), Maxwell’s equations of elec-
tromagnetism, the equations of elasticity, and elliptic eigenvalue problems,
and the construction of preconditioners.

To design a finite element method to solve a problem in partial differen-
tial equations, the problem is first given a weak or variational formulation
which characterizes the solution among all elements of a given space of func-
tions on the domain of interest. A finite element method for this problem
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proceeds with the construction of a finite-dimensional subspace of the given
function space where the solution is sought, and then the specification of
a unique element of this subspace as the solution of an appropriate set of
equations on this finite-dimensional space. In finite element methods, the
subspace is constructed from a triangulation or simplicial decomposition of
the given domain, using spaces of polynomials on each simplex, pieced to-
gether by a certain assembly process. Because the finite element space so
constructed is a subspace of the space where the exact solution is sought,
one can consider the difference between the exact and finite element solution
and measure it via appropriate norms, seminorms, or functionals. Generally
speaking, error bounds can be obtained in terms of three quantities: the ap-
proximation error, which measures the error in the best approximation of
the exact solution possible within the finite element space, the consistency
error, which measures the extent to which the equations used to select the
finite element solution from the finite element space reflect the continu-
ous problem, and the stability constant, which measures the well-posedness
of the finite-dimensional problem. The approximation properties of finite
element spaces are well understood, and the consistency of finite element
methods is usually easy to control (in fact, for all the methods considered in
this paper there is no consistency error in the sense that the exact solution
will satisfy the natural extension of the finite element equations to solution
space). In marked contrast, the stability of finite element procedures can
be very subtle. For many important problems, the development of stable
finite element methods remains extremely challenging or even out of reach,
and in other cases it is difficult to assess the stability of methods of interest.
Lack of stable methods not only puts some important problems beyond the
reach of simulation, but has also led to spectacular and costly failures of
numerical methods.

It should not be surprising that stability is a subtle matter. Establishing
stability means proving the well-posedness of the discrete equations, uni-
formly in the discretization parameters. Proving the well-posedness of PDE
problems is, of course, the central problem of the theory of PDEs. While
there are PDE problems for which this is a simple matter, for many im-
portant problems it lies deep, and a great deal of mathematics, including
analysis, geometry, topology, and algebra, has been developed to estab-
lish the well-posedness of various PDE problems. So it is to be expected
that a great deal of mathematics bears as well on the stability of numer-
ical methods for PDE. An important but insufficiently appreciated point
is that approximability and consistency together with well-posedness of the
continuous problem do not imply stability. For example, one may consider
a PDE problem whose solution is characterized by a variational principle,
i.e., as the unique critical point of some functional on some function space,
and define a finite element method by seeking a critical point of the same
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functional (so there is no consistency error) on a highly accurate finite
element space (based on small elements and/or high-order polynomials,
so there is arbitrary low approximability error), and yet such a method
will very often be unstable and therefore not convergent. Analogously, in
the finite difference methodology, one may start with a PDE problem stated
in strong form and replace the derivatives in the equation by consistent finite
differences, and yet obtain a finite difference method which is unstable.

As mentioned, the well-posedness of many PDE problems reflects geo-
metrical, algebraic, topological, and homological structures underlying the
problem, formalized by exterior calculus, Hodge theory, and homological
algebra. In recent years there has been a growing realization that stability
of numerical methods can be obtained by designing methods which are com-
patible with these structures in the sense that they reproduce or mimic them
(not just approximate them) on the discrete level. See, for example, Arnold
(2002), and the volume edited by Arnold, Bochev, Lehoucq, Nicolaides and
Shashkov (2006a). In the present paper, the compatibility is mostly related
to elliptic complexes which are associated with the PDEs under consider-
ation, mostly the de Rham complex and its variants and another complex
associated with the equations of linear elasticity. Our finite element spaces
will arise as the spaces in finite-dimensional subcomplexes which inherit the
cohomology and other features of the exact complexes. The inheritance will
generally be established by cochain projections: projection operators from
the infinite-dimensional spaces in the original elliptic complex which map
onto the finite element subspaces and commute with the differential opera-
tors of the complex. Thus the main theme of the paper is the development
of finite element subcomplexes of certain elliptic differential complexes and
cochain projections onto them, and their implications and applications in
numerical PDEs. We refer to this theme and the mathematical framework
we construct to carry it out, as finite element exterior calculus.

We mention some of the computational challenges which motivated the
development of finite element exterior calculus and which it has helped to
address successfully. These are challenges both of understanding the poor
behaviour of seemingly reasonable numerical methods, and of developing
effective methods. In each case, the finite element exterior calculus provides
an explanation for the difficulties experienced with naive methods, and also
points to a practical finite element solution.

e The system o = gradu, divu = f (the Poisson equation written in
first-order form) is among the simplest and most basic PDEs. But
even in one dimension, the stability of finite element discretizations
for it are hard to predict. For example, the use of classical continuous
piecewise linear elements for both ¢ and w is unstable. See Arnold,
Falk and Winther (2006b) for a discussion and numerical examples.
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This is one of many problems handled in a unified manner by the finite
element exterior calculus approach to the Hodge Laplacian given in
Section 7.

e A standard variational form for the vector Poisson problem is to min-
imize the energy [[(|divul®> + |curlu|?)/2 — fu]dz over vector fields
satisfying the boundary condition, say, u-n = 0 on the boundary. This
problem is well-posed, but a standard finite element method, which
proceeds by minimizing the energy over a piecewise polynomial sub-
space of the energy space, will inevitably converge to the wrong solution
on some domains, e.g., nonconvex polygons or polyhedra. See the end
of Section 2.2 for more on this.

e With naive choices of finite element spaces, the computed spectra of
some elliptic eigenvalue problems related to the vector Laplacian or
Maxwell’s equation bear no relation to the true spectrum, or include
spurious eigenvalues that converge to a point outside the true spec-
trum as the mesh is refined. See, e.g., Boffi (2006) for more on this
and numerical examples. Application of the finite element exterior cal-
culus makes the computation and numerical analysis of such eigenvalue
problems straightforward, as explained in Section 8.

e The equations of elasticity are classically among the most important
applications of the finite element method. A natural variational for-
mulation for them is the Hellinger—Reissner principle. Despite four
decades of searching, stable finite elements for this variational princi-
ple have proved elusive. The first such using polynomial shape func-
tions were presented in Arnold and Winther (2002) for plane elasticity,
using the ideas of finite element exterior calculus and spurring further
development. New families of stable elements for elasticity in arbitrary
dimensions are presented in Section 11.

e Multigrid methods based on the additive Schwartz smoothers used for
standard finite element methods do not work when applied to some
other problems involving the H (curl)-inner product. But a different
choice of the additive Schwartz smoother does lead to effective multi-
grid solvers. See Section 10.

The finite element exterior calculus is not the only compatible discretization
approach in active development. It certainly has motivations and features in
common with mimetic finite difference methods (Bochev and Hyman 2006),
covolume methods (Nicolaides and Trapp 2006), and the discrete exterior
calculus (Desbrun, Hirani, Leok and Marsden 2005). Moreover, there are
coincidences of methods in simple cases. However, there are also major dif-
ferences. In mimetic finite differences and the discrete exterior calculus, the
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fundamental object is a simplicial cochain, a function assigning a number to
each simplex of dimension &k of the simplicial complex. There is, of course,
a close relation between differential forms and simplicial cochains. A dif-
ferential form of degree k can be integrated over a simplex of dimension k
to give a number, and de Rham’s theorem states that this map from the
de Rham complex to the simplicial cochain complex induces an isomorphism
on cohomology. It is less obvious how to go from a cochain to a differential
form. An answer was provided by Whitney, who constructed a one-sided
inverse of the de Rham map by associating to any k-cochain a piecewise lin-
ear differential k-form. Bossavit (1988) recognized that the Whitney forms
coincided with low-order finite element spaces that had been developed for
electromagnetism. In view of all this, there is a very close relationship be-
tween mimetic finite differences and discrete exterior calculus, on the one
hand, and the Whitney form complex of the finite element exterior calcu-
lus. But the finite element exterior calculus described in this paper involves
much more than the Whitney forms, namely two families of finite element
spaces of differential forms, P,A*(7;,) and P A¥(7},), with a rich structure
of interconnections between them. Of these, the spaces P; A¥(7},) are the
Whitney forms and isomorphic to simplicial cochains, while the others do
not naturally fit in the simplicial cochain formalism. As pointed out at the
start of this Introduction, a great strength of finite element methods is that
the discrete solution belongs to the same function space as the exact solu-
tion and so comparison is natural. For this reason we view the realization
of finite elements as differential forms, rather than as discrete objects which
mimic differential forms, as highly desirable.

Much of the foundation of finite element exterior calculus was developed
by many people over a long period of time. Besides the work of Whitney
and Bossavit already mentioned, we signal the contributions of Hiptmair
(1999a, 2001, 2002), especially to the aspects of the theory that are relevant
for electromagnetic problems. Interest in the subject grew with the 2002
presentation at the International Congress of Mathematicians (Arnold 2002)
where the strong connection between numerical stability and cochain projec-
tions of elliptic complexes was first emphasized. Many other references will
be made throughout the paper, but the literature is too large to reference
anywhere near all the relevant work.

This paper is more than a survey of an existing theory. We also present a
number of results here which either are new, or appeared only recently in our
other work. For example, we emphasize the relevance of the Koszul complex
in constructing finite element subspaces of spaces of differential forms and
determining their properties. The Koszul differential leads to the family of
finite element spaces P, A*(7},), including the Whitney forms (r = 1).

The two families of spaces P,.A*(73) and P~ A¥(7;,) include among them,
for special values of r and k, the Lagrange finite elements and most of the
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stable finite element spaces that have been used to solve mixed formulations
of the Poisson or Maxwell’s equations. A new aspect of this paper is the
development of bases and degrees of freedom for all these spaces in a unified
fashion that is not possible when the spaces are studied in isolation from
each other. In particular, the degrees of freedom we present are in some cases
more natural than the ones that have appeared previously in the literature.

As alluded to, a key feature of our approach is the arrangement of these
spaces of finite element differential forms into finite-dimensional subcom-
plexes of the de Rham complex. In fact, we show that for each polynomial
degree there are 2”1 such subcomplexes in n dimensions which reproduce
the same cohomology. Some of these complexes had been studied before,
especially the celebrated complex of Whitney forms and its higher degree
generalizations, but many are new. Some of these new complexes turn out
to be essential for the discretization of the elasticity system.

Another direction which is new to this paper is the use of group repre-
sentation theory to characterize the spaces of polynomial differential forms
P, A¥(R™) and P,;"A¥(R"™) which are used to construct the finite element
differential forms. In Section 3.4, we show that these spaces are nearly the
only ones with a certain affine invariance property.

The development of finite element methods with weakly imposed sym-
metry for the elasticity equations as presented here appeared only recently
in our work. A key tool, not previously used in numerical analysis, is the
BGG resolution. The presentation here is more general and simpler than
the previous versions, and the treatment of traction boundary conditions
first appears here.

A great strength of the exterior calculus approach is the way it unifies
seemingly different problems in a common framework. A familiar example
is the unification of the three main first-order differential operators of vector
calculus, grad, div, and curl, as a single operator, the exterior derivative,
d. In a similar way, the Hodge Laplacian, dd + dd, where ¢ is the formal
adjoint of d, unifies many important second-order differential operators. By
studying the numerical solution of source and eigenvalue properties and
preconditioners for the Hodge Laplacian in generality, we simultaneously
treat many different problems, including the standard finite element meth-
ods with Lagrange elements for the scalar Laplacian, mixed finite elements
for the Laplacian, different mixed finite element formulations for the vector
Laplacian, curl curl problems arising in electromagnetics in different formu-
lations, and div-curl systems.

We also mention some more technical aspects of the current presentation
that distinguish it from others that appear in the literature. We treat do-
mains of full topological generality, that is, with arbitrary Betti numbers.
Thus our goal is not to show that the finite element de Rham subcom-
plexes we construct are exact, but rather that they reproduce the de Rham
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cohomology of the domain. When we consider boundary value problems for
the Hodge Laplacian, we must take into account the harmonic forms, and
so well-posedness depends on a finite number of compatibility conditions of
the data and uniqueness requires a finite number of side conditions, and we
reproduce this situation on the discrete level.

Another technical aspect of the presentation is that we use not only the
canonical commuting projection operators into the finite element spaces,
but also smoothed variants of these, which still commute with the exterior
derivative and which have better boundedness properties. These allow sim-
pler and cleaner analysis in many places. The construction of such bounded
cochain projections is a recent and active subject of research. We present an
approach here inspired by Schéberl (2005) and Christiansen (2005), while
recognizing that it is very possibly not the last word in this matter.

The contents of the paper are as follows. In the first part of the paper,
we develop the finite element exterior calculus, starting with a review of
the necessary exterior algebra, exterior calculus, and Hodge theory. We
then turn to polynomial differential forms which are intimately related to
the Koszul complex. Here we develop the polynomial spaces P,A*(R™)
and P AF(R™) and find bases and degrees of freedom for them, and also
characterize them through affine invariance. We then assemble these spaces
into finite element differential forms, which are the main objects of interest,
and derive the finite element de Rham subcomplexes and cochain projections
which are the key tools of finite element exterior calculus. With these we
easily present the basic finite element discrete Hodge theory.

In the second part of the paper, we apply these tools to concrete problems:
discretization of the Hodge Laplacian, eigenvalue problems, Maxwell’s equa-
tions, and preconditioning. The final application, and the most substantial,
is to mixed discretizations of elasticity. Here we use some additional tools:
vector-valued differential forms and the BGG resolution.



FINITE ELEMENT EXTERIOR CALCULUS 9

PART ONE
Exterior calculus, finite elements,
and homology

2. Exterior algebra and exterior calculus

In this section we recall the basic objects and results of exterior algebra and
exterior calculus. This material can be found, in varying degrees of gen-
erality and in varying notation, in many sources, including Arnold (1978),
Bott and Tu (1982), Federer (1969), Janich (2001), Lang (1995), and Taylor
(1996).

2.1. Exterior algebra

Alternating algebraic forms on a vector space

Let V be a real vector space of dimension n. For each positive integer k, we
denote by Alt* V the space of alternating k-linear maps V x---xV — R. We
refer to such maps as alternating algebraic k-forms on V' or simply algebraic
k-forms. Thus, an algebraic k-form on V assigns to a k-tuple (vy,...,vx) of
elements of V' a real number w(vy,...,v;), with the mapping linear in each
argument, and reversing sign when any two arguments are interchanged. It
is natural to set AltV = R. Note that Alt' V is just the dual space V* of
V', the space of covectors.

Eaxterior product
Given w € Alt/ V and n € Alt* V', we define their exterior product or wedge
product w A € AltVTFV by

(w A n)(vly s )vj-‘rk)
= Z(Sign U)w(va(l)v e 7va(j))77(va(j+1)7 SRR UU(j—H{:))v v €V, (21>

where the sum is over all permutations o of {1,...,j+k}, for which o(1) <
o(2)<---o(j)and o(j+1) < o(j+2) <---0(j+k). The exterior product
is bilinear and associative, and satisfies the anti-commutativity condition

nAw= (-1 wAn weAlt/V, ne Alt"V.

This can be summarized by the statement that the direct sum AltV :=
D, Alt* V is a anti-commutative graded algebra called the Grassmann al-
gebra or exterior algebra of V*. (In the context of graded algebras, anti-
commutativity is often referred to simply as commutativity.)
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Pullback
A linear transformation of vector spaces L : V — W induces a linear trans-
formation L* : Alt W — Alt V' called the pullback, given by

L*w(vy,...,vx) =w(Lvy,...,Lug), w e AUFW, wvq,... v, € V.

The pullback acts contravariantly: if U v L W, then Alt W L,

AV L Al U, and K* o L* = (L o K)*. The pullback also respects
the algebra structure in the sense that L*(w An) = L*w A L*n.

A particular case is when L is the inclusion iy of a subspace V into W.
Then the pullback defines a surjection i, of Alt W onto Alt V. If in addition
W has an inner product, so that the orthogonal projection 7wy : W — V is
defined, then its pullback defines an injection of AltV into Alt W and the

pullback of the composition W —% V - W associates to each w € AltF W
its tangential part with respect to V, given by

(myivw)(vi,...,vp) = w(mTyor, ..., Ty k).

Thus the tangential part of w vanishes if and only the image of w in AltK V
vanishes. We may also speak of the normal part of w with respect to V,
defined to be w — 7{,ij;w. (For k > 1, this is not generally the same as the
tangential part with respect to the orthogonal complement of V'.)

Bases
Let vy, ...,v, be some basis of V. Then an algebraic k-form w is uniquely
determined by its values w(vy(1),--.,Vsk)) for each increasing map o :

{1,...,k} = {1,...,n}, and these values may be assigned arbitrarily. Thus

dim Altk V = (Z)

and, in particular, Alt* V =0 for k > n.
Associated to the given basis is the dual basis u1, ..., u, for V*, defined
by pi(vj) = 6;5. For o,p:{1,...,k} — {1,...,n} increasing, we have

A A (v Vp(k)) = L ifo=p,
Ha(1) Ha(k)\0p(1)> -~ > Yplk)) = 0, otherwise,
so the (Z) algebraic k-forms pi,(1) A -+ A iy (r) form a basis for Alt* V nat-
urally associated to the given basis of V.

Interior product
To an algebraic k-form w and a vector v € V, we may associate an algebraic
(k — 1)-form w_v called the interior product, or the contraction of w by v,

defined by

wav(vi, ..y Vp—1) = w(V, V1, ... V1)
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(We take w_v to be 0 if w is an algebraic 0-form.) Since the forms are
alternating, repeated contraction vanishes:

(wav)w =0, weAlthV.
Moreover, it is easy to check that

(WA= (W) A+ (=D*w A (nw), weAltPV, ne Alt'V.

Inner product, orientation, and volume form
If the vector space V is endowed with an inner product, then Alt*¥V is
naturally endowed with an inner product by the formula

<w, 77) = Zu)(vo_(l), - ,Ua(k))n(’uo(l), - ,Ug(k)), w,n € AltF V, (2.2)

g

where the sum is over increasing sequences o : {1,...,k} — {1,...,n} and
V1,...,Up is any orthonormal basis (the right-hand side being independent
of the choice of orthonormal basis). The space Alt"V, n = dimV, has
dimension 1, and we uniquely determine an element in it by giving its value
on a single ordered basis. Its value on any list of n vectors is then the same
value multiplied by the determinant of the matrix expressing the vectors in
terms of the specified basis. In particular, we determine an algebraic n-form,
unique up to sign, by requiring it to take the value 1 on some orthonormal
basis. It will then take the values +1 on all orthonormal bases. We fix the
sign by orienting the vector space, i.e., by designating one ordered basis
as positively oriented (and then all bases will be positively or negatively
oriented according to the sign of the determinant of the change-of-basis
matrix). The resulting uniquely determined algebraic n-form is called the
volume form on the oriented vector space V.

Bivectors

When we treat the equations of elasticity, we will make use of the space
V AV of bivectors, which we now define. (There is an entire algebra of
multivectors, in analogy to the exterior algebra of multi-covectors, but we
shall not have need of this.)

For v and w elements of a vector space V, define v Aw =vQ@w—w®v €
V@V, and let VAV denote the subspace of V ® V' spanned by elements of
the form v Aw. If v1,...,v, denotes a basis of V, then the vectors v; A vj,
1 < j, form a basis for VAV, and so dimV AV = (Z) The mapping
v@w — (v Aw)/2 defines a linear operator skw : V@V — VA V.

The space V ® V is identified with £(V*,V), the space of linear opera-
tors from V* to V, by (v ® w)(f) = f(w)v. If we assume that V has an
inner product, then V* is identified with V', and so V ® V with £(V, V).

The subspace V' A V is then the subspace of linear operators which are
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skew-symmetric with respect to the inner product and skw is the map which
takes a linear operator to its skew-symmetric part.

The Hodge star operation

Let V be an oriented inner product space with volume form vol. Given
w € Alt* V, we obtain a linear map L, : Alt"*V — R, by composing the
map i — w A g with the canonical isomorphism of A"V onto R (given by
cvol — ¢). By the Riesz representation theorem, there exists an element
*w € Alt" %V such that L,,(u) = (xw, ). In other words,

WA= (xw,pvol, we AltFV, pe Alt"F V.

The linear map w — *w taking Alt* V into Alt" %V is the Hodge star
operator; there is one for each k with 0 < k < n. From the definition we
find that

w(eg(l), ey eg(k)) = (sign O') *w(eo(k+1), ey eg(n)),

for any positively oriented orthonormal basis eq,...,e; and any permuta-
tion o.
Applying this, we see that

*(xw) = (=1)F=Ry w e AltF Y,

and, consequently, that the Hodge star operator is an isometry.

Let W be a subspace of V, and let w = w||+w_ denote the decomposition
of an algebraic form into its tangential and normal parts with respect to W.
By taking an orthonormal basis of W and extending it to an orthonormal
basis of V', we find that

(*u))” = *(wL), (*W)L = *(w”)

In particular, the image of xw in Alt" W (under the pullback of the inclusion)
vanishes if and only if the normal component of w vanishes.

There is also a Hodge star operation for multivectors. In two dimensions
it takes bivectors to scalars (by e; Aeg — 1) and in three dimensions it takes
bivectors to vectors (via e; A eg — eg, etc.)

The case V =R"

Finally, we consider the case V = R", and note that we have a natural
identification of Alt° R” and Alt" R with R. In fact, Alt° R™ is defined to
equal R, while the general element w € Alt" R" can be written

w(vy,...,vy) = cdet[vg] -+ |vy],

for some ¢ € R, so w « c is the desired identification. For n > 1, we
also have natural identifications of Alt'! R" and Alt" 'R” with R". The
identification of Alt' R™ with R™ is the usual Riesz identification of V* with
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V based on an inner product on V (for R™ we use the Euclidean inner
product, of course). The identification of Alt" ! R"™ with R” identifies a
vector v € R™ with the algebraic (n — 1)-form

(V1,...,0p—1) — detlv|v1| - |vp_1].
The canonical basis e1, ..., e, of R gives rise to a dual basis of (R")*
which will often be denoted dzy,...,dz, (the reason for this notation will

be made clear in Section 2.3). Thus dz;(e;) = d;; and dz;(v) = €; - v = v;.

For n = 3, each of the spaces Alt* R? may be identified either with R
(k = 0,3) or with R? (k = 1,2). Thus all the operations on exterior forms
correspond to operations on scalars and/or vectors. The correspondences
are listed in Table 2.1 (overleaf).

A similar set of correspondences exist for n = 2, although in this case, for
operations involving Alt' R? there are two possibilities since there are two
different identifications of Alt' R? with R? (as 1-forms or as (n — 1)-forms).

2.2. Ezxterior calculus on manifolds

Manifolds

The natural setting for exterior calculus is a (sufficiently) smooth manifold
Q of finite dimension n, with or without boundary. At each point x € €2,
the tangent space T, is a vector space of dimension n. The tangent bundle
consists of all pairs (z,v) with z € Q, v € T,Q. It is a smooth manifold
of dimension 2n. The sections of this bundle, that is, the maps = € Q —
v(x) € T, Q, are the vector fields on €.

If ¢ : Q — Q' is a smooth map of manifolds, and x € €, then the tangent
map D¢, is a linear map from T,Q to Ty,)Q'. In case ' = R, so ¢ is a
smooth scalar-valued function on Q, we write d,¢(z) for Dy (v), = € Q,
v € T,€), the directional derivative of ¢ at x in the direction given by v. In
case 2 C R, so ¢ is a curve in ', we write dé(t)/dt = D¢e(1).

Differential forms

Applying the exterior algebra construction to the tangent spaces, we obtain
the exterior forms bundle, a smooth manifold whose elements are pairs (x, 1)
with z € Q, p € Alt* T,Q. A differential k-form is a section of this bundle,
i.e., a map w which associates to each z € Q an element w, € Alt* T,Q.

Thus, if w is a differential k-form on Q, x € Q, and vy,...,v; € T, then
wz(v1,...,v) € R, If the map
z € Qi wp(vi(a),...,0(z)) €R, (2.3)

is smooth (infinitely differentiable) whenever the v; are smooth vector fields,
then we say that w is a smooth differential k-form. We denote by A¥(2) the
space of all smooth differential k-forms on 2. Note that A%(Q) = C>(Q)
and A'(Q) is the space of smooth covector fields.
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Table 2.1. Correspondence between alternating algebraic forms on R3
and scalars/vectors.

correspondence
ACR3 =R ¢ e
Altl RB i RS (751 dxl + us dSCQ + us dxg — U
Alt?R3 =5 R3 uz dzy A dzg — us dog A das

+uy dzo A dag < u

AP R3 =5 R ¢« cdzy Adzs Adzs

exterior product
A AT R3 x AltT R3 — Alt?2R3 x :R3 x R3 — R3
A AL R3 x AItZR3 — Al R3 GRIXRP SR

pullback by a linear map L : R® — R3

L* - Alt°R3 — Alt°R? id:R—R

L* : Alt' R® — Alt' R? LT :R3 - R?

L* : Alt? R? — Alt?R3 (det L)L~ : R? — R3

L*: Alt* R3 — Alt* R3 (detL):R —=R (¢ cdetl)

interior product with a vector v € R?

v AT R3 — AItOR3 v R3S R
i AP R3 — Alt! R3 vx:R3 - R3
Jv: AP R? — AIt? R3 v:R—=R3 (c— cv)

inner product and volume form

inner product on Alt* R? induced dot product on R and R3
by dot product on R3

vol = dzy Adzg Adzxs (v1,v2,v3) +— det[vy|va|vs]
Hodge star
*: Alt R? — Alt® R3 id:R—R

x: AT R3 — Alt? R3 id: R > R3
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Exterior product

For each k, A¥(f2) is not only an (infinite-dimensional) vector space, but
also a module with respect to the ring C*°(Q) of smooth functions on §: if
w € A*(Q) and f € C>(Q), the product fw belongs to A¥(2). The exterior
product of algebraic forms may be applied pointwise to define the exterior
product of differential forms:

(WANz = we A

In this way we obtain the anti-commutative graded algebra

AQ) = P AFQ).
k

C™ spaces of differentiable differential forms

We may also consider spaces of differential forms with less smoothness. If
the map (2.3) merely belongs to C™(£2) for some m > 0 whenever the v;
are smooth vector fields, then we say that w is a C™ differential k-form, the
space of all such we denote by C™A¥(9).

Integration of differential forms

Differential forms can be integrated and differentiated without recourse to
any additional structure, such as a measure or a metric, on the manifold
Q. If f is an oriented, piecewise smooth k-dimensional submanifold of the
manifold €2, and w is a continuous k-form, then the integral [ @ is well-
defined. Thus, for example, O-forms can be evaluated at points, 1-forms
can be integrated over directed curves, and 2-forms can be integrated over
oriented surfaces.

Exterior differentiation

The exterior derivative d : A(2) — A(Q) is a graded linear operator of
degree +1, i.e., d maps A¥(Q) into A*+1(Q) for each k > 0. We give a
formula for 2 a domain in R™. In this case, we may identify each tangent
space T, with R", and hence for given w € A¥(Q) and vectors vy, ..., v,
obtain a smooth mapping 2 — R given by

T = Wy (v, ..., V).
We then define
k+1
dwy(v1, ..., Vky1) = Z(fl)j"’l@vjwz(vl, ce Uy V),
j=1

k
weA , U1y, Vpt1 €V,

where the hat is used to indicate a suppressed argument. For ) a general
manifold, a similar but more involved expression can be used to define exte-
rior differentiation. In this case the vectors v; must be replaced by smoothly
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varying vector fields, and additional terms arise due to the noncommutativ-
ity of the vector fields. See Lang (1995, Chapter V, Section 3).

We recall two key properties of exterior differentiation. It is a differential:
d od = 0; and it satisfies a Leibniz rule with respect to the wedge product:

dwAn) =dwAn+ (—1DwAady, weA(Q), neAkQ).

Pullback
A smooth map ¢ : Q — Q' between manifolds provides a pullback of differ-

ential forms from Q' to €. Namely, if w is a differential k-form on ', we
define the pullback ¢*w € A*(Q) by

(0w = (Doz) wy(a)
i.e.,
(¢"w)z(v1, ... 7v/€) = We(x) (D¢m(’l)1), B D¢m(vk>)

The pullback respects exterior products and differentiation:

" (wAn) = wAd™, ¢(dw) =d(¢'w), w,neAQ).

If ¢ is an orientation-preserving diffeomorphism, then we also have

/Qd)*w:/ﬂlw, we A" (D).

If ' is a submanifold of €2, then the pullback of the inclusion Q' — Q is the
trace map Trg o @ A(Q) — A(QY). If the domain € is clear from context,
we may write Tro/ instead of Trq o/, and we usually abbreviate Trq go as
simply Tr. Note that, if ' is a submanifold of positive codimension and
k > 0, then the vanishing of Trq o w on € for w € A¥(Q) does not imply
that w, € AltF T,Q vanishes for z € €/, only that it vanishes when applied
to k-tuples of vectors tangent to €, or, in other words, that the tangential
part of w, with respect to T2 vanishes.

Stokes’ theorem and integration by parts

Integration of differential forms and exterior differentiation are related via
Stokes’ theorem. If  is an oriented n-manifold with boundary 02 (endowed
with the induced orientation), then

/ dw= [ Trw, weA" Q).
Q o0
Combining with the Leibniz rule, we get the integration by parts formula
/dw/\n:(—l)kl/w/\dn—i—/ Trw A Tr, (2.4)
Q Q o0

if we AF(Q), n e APF-1(Q).



FINITE ELEMENT EXTERIOR CALCULUS 17

Interior product
Clearly we may form the interior product of a differential k-form w with a
vector field v, to obtain a (k — 1)-form: (wv); = wyv,.

Inner product

Suppose {2 is an oriented Riemannian manifold, so that each tangent space
is endowed with an inner product, and so also are the spaces Alt* T,Q.
Moreover, there is a unique volume form, vol in A™(€)) such that at each
x € Q, vol, is the volume form associated with the oriented inner product
space T,€2. Therefore we can define the integral of any function f € A°(Q)
simply as fQ fvol. In particular, we can define the L?-inner product of any
two differential k-forms on € as the integral of their pointwise inner product:

wondene = [ (onnbvol = [ nan (2.5)

The completion of A¥(Q) in the corresponding norm defines the Hilbert
space LZAF(Q).

Sobolev spaces of differential forms

On an oriented Riemannian manifold, we may also define the Sobolev spaces
H3(€2) and W3(€2) of functions with s > 0 derivatives in L*(€2) and LP(9),
respectively. We may then define the spaces H*AF(Q) consisting of differen-
tial forms for which the quantities in (2.3) belong to H*(2). These Sobolev
spaces are Hilbert spaces.

For a differential form to belong to H*A*(Q), all its partial derivatives of
order at most s (in some coordinate system) must be square integrable. A
different notion is obtained by only considering the exterior derivatives. We
define another Hilbert space:

HA*(Q) = {w e L2AF(Q) | dw € L2AFTL(Q) ).
The norm is defined by
lwllFpe = lwliFra = |@llF2px + 1 dwl|F2p041-

The space HA’(Q) coincides with H'A®(Q) (or simply H'(£2)), while the
space HA™(R2) coincides with LZA™(Q). For 0 < k < n, HA¥(Q) is contained
strictly between H'AF(Q) and L2AF(Q).

The de Rham complex
The de Rham complex is the sequence of spaces and mappings

0—A%Q) LAY Q) L. L AnQ) — 0.

Since d o d = 0, we have

R(d: AF1(Q) — AF(Q)) c N(d: AF(Q) — AFT())),
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for k =0,1,...,n, which is to say that this sequence is a cochain complez.
The de Rham cohomology spaces are the quotient spaces. They are finite-
dimensional vector spaces whose dimensions are the Betti numbers of the
manifold . For a bounded connected region in R3, the zeroth Betti number
is 1, the first Betti number is the genus (number of handles), the second
Betti number is one less than the number of connected components of the
boundary (number of holes), and the third Betti number is 0.

For an oriented Riemannian manifold, we obtain the same cohomology
spaces from the L? de Rham complex!:

0— HAQ) S HAY Q) S .- 4 gAnQ) — 0. (2.6)
The kth cohomology space is isomorphic to the space of $¥(Q) of harmonic
k-forms on 2:
9F(Q) ={we HA*Q) | dw =0, (w,dn) 20 =0 ¥y e HAF LY,

The isomorphism simply associates to a harmonic form w the cohomology
class it represents.

In the case of a contractible domain 2, all the cohomology spaces vanish,
except the one of lowest order, which is the constants. In other words, the
extended de Rham complex

0-RSAQ) LA S L AnQ) -0

is exact.

The coderivative operator
The coderivative operator & : A¥(2) — A*~1(Q) is defined
*ow = (1) d*w, weA*Q). (2.7)
It follows directly from (2.4), (2.5), and (2.7), that
(dw,n) = (w,dn) + / Trw ATrxn, we A¥Q),ne AFHQ). (2.8)
oN
Thus § : A*1(Q) — AF(Q) is the formal adjoint of d : A¥(Q) — AFTL(Q)
with respect to the L?-inner product: we have
(dw, n) = (w, om)

if w or 1 vanish near the boundary.
In analogy with HAF(Q), we define the space

H*AR(Q) = {w e L2A*(Q) | dw € L2AF1(Q) ).

! The L? de Rham complex is often written 0 — LZA°((2) 44 A (€2) — 0 where
the d are taken as unbounded operators with the HA*(Q) spaces as domains. This is

an equivalent notion.



FINITE ELEMENT EXTERIOR CALCULUS 19

Clearly H*A*(Q) = xHA*™"(Q), and so the dual complex

0 HAYQ) < H*A"(Q) < .. & H*A"(Q) — 0 (2.9)

contains the same information as the de Rham complex.
Boundary traces
Using the theory of traces in Sobolev space, we find that the trace operator
Tr: Ak(Q) — Ak (09) extends by continuity to a mapping of HlAk(Q) onto
the Sobolev space H 1/2 Ak (092). Of course, the trace cannot be extended to
all of L2A(Q). However, we can give a meaning to the trace of w € HA(Q)
as follows. Given p € H1/2Ak(6Q), let xp € H1/2A”*k*1(89) denote the
Hodge star of p with respect to the boundary. Then we can find n €
H'A"*=1(Q) with Trn = %p and

Inlls < el < clolle.
Now for w € A¥(Q), (2.4) gives

<Trw,p):/ (Trw)/\;p:/ TrwATrn
o0 o

- /Q (e A+ (=1)kw A b1] < ellwllamallalln

< cllwllaallpll gz

It follows that we can extend Tr to a bounded operator on HA*(Q) with
values in H~Y2A¥(99), the dual of H/2A*(9Q). We may then define

HAR(Q) = {we HAF(Q) | Trw =101}
If w € H*A*(Q), then xw € HA"*(Q), so Tr(xw) is well-defined. Clearly,
H*AF(Q) := «HA" *(Q) = {w € H*A*(Q) | Tr(+w) = 0}.

We recall that for w smooth, Trw vanishes at some z € 0f) if and only if
the tangential part of w, vanishes, and Tr(*w) vanishes if and only if the
normal part vanishes.

We can use the coderivative operator and the trace operator to charac-
terize the orthogonal complement of the range of d and §. From the adjoint
equation (2.8), we see that

{we LPA*Q) | (w,dn)20x = 0 Y € HAF1(Q) }
={we H'A*Q)|6w=0} (2.10)
and
{we LPA*(Q) | (w, 0n) 206 = 0¥y € HAFTL(Q) )
—{we HA Q) |dw=0}. (2.11)
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The first then gives us an expression for the harmonic forms:
9F ={we HA*( Q)N H*A*(Q) | dw = 0,0w =0}. (2.12)
In words, the harmonic forms are determined by the differential equations

dw = 0 and dw = 0 together with the boundary conditions Trw = 0.

Cohomology with boundary conditions
Let A*(Q) denote the subspace of A*(2) consisting of smooth k-forms with
compact support. Since pullbacks commute with exterior differentiation,
Trdw = dTrw, and so dA¥(Q) c A*1(Q). The de Rham complex with
compact support is then
0— A LA S . L AMQ) — 0. (2.13)
Since the closure of AF(Q) in HAF(Q) is HA¥(Q), the L? version of the
complex (2.13), with the same cohomology, is
0— HAQ) L AN Q) S ... L gAarQ) —o. (2.14)
The cohomology space is again isomorphic to a space of harmonic forms, in
this case,
HF(Q) = {we HA*(Q) | dw =0, (w,dn) 2pr = 0¥y € HAF1(Q)}.
In analogy to (2.10), (2.11), and (2.12), we have

{w e L2ARQ) | {w,dn) p2pr = 0 ¥y € HAF(Q)}
={we HA*Q) | dw =0},

{we L2AR(Q) | (w,0n) 2px = 0 ¥y € H*AF1(Q) }
={we HA*(Q) |dw =0},
9 ={we HA*(Q) N H*A*(Q) | dw =0,6w =0}.

It is a simple untangling of the definitions to see that x$*(Q) = $"*(Q).
Thus there is an isomorphism between the kth de Rham cohomology space
and the (n — k)th cohomology space with boundary conditions. This is
called Poincaré duality.

For a contractible domain 2, the only nonvanishing cohomology space is
now that of highest order, and the extended de Rham complex

0RO LAQL . L i Lr-0
is exact.
Homological algebra

The language of homological algebra was invented to clarify the common
algebraic structures behind a variety of constructions in different branches of
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mathematics, for example the de Rham cohomology of differential geometry
and simplicial homology in algebraic topology. Here we introduce some
of the basic definitions of homological algebra which will be useful below,
including cochain maps, cochain projections, and cochain homotopies. More
details can be found in many places, e.g., Hilton and Stammbach (1997).

A cochain compler is a sequence of real vector spaces (or more generally

modules or abelian groups, but we will only use vector spaces) and maps:

= Vi d’C—_1>de4cvl~c+1 — e

with dxiq o dy = 0. Equivalently, we may think of a cochain complex
as the graded algebra V' = @ V) equipped with a graded linear operator
d:V — V of degree +1 satisfying dod = 0. A chain complezx is the same
thing except that the indices decrease, and all the definitions below apply
mutatis mutandis to chain complexes. The de Rham complex (A(Q),d)
and its variants (2.6), (2.13), and (2.14) are examples of cochain complexes,
while the dual complex (2.9) and its variants are chain complexes. All
the complexes we consider are nonnegative in that V3 = 0 for £ < 0, and
bounded in that V,, = 0 for n sufficiently large.

Given a cochain complex V, the elements of N (dg) are called the k-
cocycles and the elements of R(dy) the k-coboundaries. The quotient space
H*(V) := N(dy)/R(dg) is the kth cohomology space.

Given two cochain complexes V and V', a set of maps f; : Vj — V/
satisfying d} fx = fr+1dx (i-e., is a graded linear map f : V' — V' of degree
0 satisfying d’'f = fd) is called a cochain map. When f is a cochain map, fj
maps k-cochains to k-cochains and k-coboundaries to k-coboundaries, and
hence induces a map HF(f) : H*(V) — HF(V').

If V is a cochain complex and V' a subcomplex (i.e., V! C V} and dV/ C
Vi +1), then the inclusion i : V/ — V is a cochain map and so induces a
map of cohomology H*(V') — H¥(V'). If there exists a cochain projection
of V onto V', i.e., a cochain map 7 such that 7, : Vj, — V/ restricts to the
identity on V/, then moi = idy, so H(r) o H*(i) = id gk (vry. We conclude
that in this case H¥(4) is injective and H¥(r) is surjective. In particular,
if one of the cohomology spaces H*(V') vanishes, then so does H*(V'). We
shall use this property frequently.

Given a cochain map f : V — V' a graded linear map x : V. — V' of
degree —1 (i.e., a sequence of maps kj : Vi — V/_,) is called a contracting
cochain homotopy for f, if

fe = A1kt + Figrdr - Vi = Vi

If there exists a contracting homotopy for f, then f induces the zero map
on cohomology (since if z is a k-cocycle, then fz = d'kz + kdz = d’'kz is
a k-coboundary). In particular, if the identity cochain map on V admits
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a contracting homotopy, then the cohomology of V' vanishes. We shall see
an example of this when we discuss the Koszul complex (Theorem 3.1).

Cycles and boundaries of the de Rham complex

We have four variants of the L? de Rham complex: (2.6), the dual ver-
sion (2.9), and versions of each of these incorporating boundary conditions,
namely (2.14) and the dual analogue. For each of these we have the corre-
sponding spaces of cycles and boundaries (for brevity we use the term cycles
and boundaries to refer as well to cocycles and coboundaries). We denote
these by

3F={we HA*(Q) |dw=0}, 3*={we H*A*Q)|dw=0},
F={weHN Q) |dw=0}, 3% ={weHAQ)|dw=0},
and
BF = dHAFL(Q), B*F=sAFL(Q),
BF = AHAP1(Q), BF=AF(Q).

Each of the spaces of cycles is obviously closed in the space HA*(Q) or
H*A*(Q), as appropriate. Each is closed in L?A*(Q) as well. For example,
we show that 3F is L? closed. Suppose that w, € 3k and wy, converges to
some w in L2AF(Q). We must show that w € HA*(Q) and dw = 0. Now
convergence of w, to w in L? implies convergence of dw, to dw in H~1.
Since dw, = 0, we conclude that dw = 0, so w € HAF(Q). Since we have
convergence of both w,, and dw,, we have that w,, converges to w in HA¥* (Q),
and so w must belong to 3k,

The spaces of boundaries are all closed in L2A*(Q) as well. This will
follow from Poincaré’s inequality, in the next subsubsection.

For any of these subspaces of L2A¥(€2), we use the superscript L to denote
its orthogonal complement in that space. Note that the orthogonal comple-
ment of 3* in HA*(Q) is just HA¥(Q)N 3%, and a similar relationship holds
for all the other spaces. Equation (2.10) can be rewritten as BrL = 3*’“ In
fact, it is easy to verify using (2.8) that

SkL C %kL _ j*k’ 3*kL c %*kL _ ék’ (215)
ékL C %kL _ S*k’ é*kL c %*kL _ 3k (2.16)

Compactness and Poincaré’s inequality

If © is a smoothly bounded oriented Riemannian manifold with boundary,
then the space HA¥(Q) N H*AF(Q) is a subspace of H'A¥(f), and there
holds the estimate (Gaffney 1951)

[l ar < e(lldw]] + flow]] + [|w[])-
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(A similar result holds for HAF(Q) N H*A*(9).) We can then apply Rel-
lich’s lemma to conclude that HA¥(Q) N H*AF(Q) is compactly embedded
in LZAR(Q).

For polyhedral €, the space HAF(Q)N H*Ak(Q) may not be embedded in
H'A*(Q). However the following theorem, which is proved in Picard (1984)
for manifolds with Lipschitz boundary, states that the compact embedding
into L? still holds.

Theorem 2.1. The embeddings of HA¥(Q) N H*AF(Q) and HA*(Q) N
H*A*(Q) into L2AF(Q) are compact.

From this we obtain Poincaré’s inequality by a standard compactness
argument.

Theorem 2.2. There exists a constant ¢ such that
wll < e(lldw]] + [[dw]])
for w € HAR(Q) N H*AF(Q) N or HAR(Q) N H*AF(Q) N L.

Proof. We will give the proof for HAF(Q) N H*AF(Q) N H*L, the other case
being similar. If the result were not true, we could find a sequence of w,, €
HAF(Q) N H*AF(Q) N HFL such that ||w,|| = 1 while dw, — 0 and dw, — 0
in L2. The sequence is certainly bounded in HA*(2) N H*A*(2), and, so
precompact in L2A*(Q) by Theorem 2.1. Passing to a subsequence, we have
wy, converges in L2AF(Q) to some w € L2A*(Q). Clearly dw = 0, dw = 0,
and the convergence holds in HAF(€). Thus w € HA*(Q)NH*A*(Q) and so
w € H* by (2.12), but also in H*+, and so w = 0. But |jw|| = lim |jw,|| = 1,
which is a contradiction. U

A special, but very useful, case is if w € 3*+. Then w € HAF(Q) N
H*AF(Q) N HF so
lwll < clldw]|, w e 3. (2.17)

Of course the analogous result for the coderivative holds as well.

Theorem 2.3. The spaces of boundaries, B, B**, %k’, and SDB*’“, are
closed in L2A*(Q).

Proof. We prove that BF is closed, the other cases being similar. Suppose
wy, € B* and wy, — w in L2A¥(Q). There exist 7, € 3(’“1”- with w, = dn,.
From the fact that the sequence d7, is convergent in L?A*(2) and Poincaré’s
inequality, we find that 7, is Cauchy with respect to the L?-norm and so
nn converges to some n € L2AF1(Q). Necessarily dn = w, so 7,, converges
to n in HAF(Q), so n € HAF(Q) and w = dn € B> O
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Hodge decomposition
At this point, the Hodge decomposition (or really two Hodge decomposi-
tions, with different boundary conditions), is just a matter of gathering
results.

From the first equality in (2.15), we have an orthogonal decomposition

L2Ak(Q) _ %k ® é*k.
But B** is a closed subspace of 3*F whose orthogonal complement is, by
the second equality in (2.16),
é*k N 3k — ﬁk
Thus
L2AR(Q) = 8% @ §F @ B,
which is the first Hodge decomposition. The second follows analogously.

The following equation summarizes both, together with the relations of the
various spaces discussed:

Bk:%*kl 3kl ék:%*kJ_ ékJ_
— ——

L2AR(Q) = 8% @ 9% @ B*F = BF © §F © B (2.18)
~N = ~N ==
3*1@1_ é*k:%kj_ FrkL 3*19:@91_

The Hodge Laplacian
The differential operator dd + dd maps k-forms to k-forms. It is called the
Hodge Laplacian. Here we briefly consider boundary value problems for the
Hodge Laplacian, taking a variational approach.

Consider first the problem of minimizing the quadratic functional

T(u) = %(du, du) + %(5% su) — (f, u)

over u € HAF(Q) N H*A*(Q) where f € L2A*(Q) is given. Here we run
into a problem if the space of harmonic forms $* does not vanish. If the
L? projection P f is not zero, then J admits no minimum, since we could
take u = cPgr f for c arbitrarily large. If we insist that f be orthogonal to
$*, then there exists a minimizer, but it is not unique, because the addition
of a harmonic function to u will not change J(u). To avoid this difficulty,
we can work in the orthogonal complement of $*. That is, we assume that
f e oL and seek u € X := HAF(Q) N H*A*(Q) N H*L minimizing J (u).
Now X is a Hilbert space with norm

lullx = [lullza + [lullzea-
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By Poincaré’s inequality, Theorem 2.2, the square root of the quadratic part
of J(u) defines an equivalent norm:

lullx ~ lldull + [[oull,  we X.

Therefore it is easy to prove that there exists a unique minimizer u € X
which satisfies the Euler-Lagrange equations

(du, dv) + (0u, 0v) = (f,v), ve X.

In fact, these equations are satisfied for all v € HAF(Q) N H*AF(Q), since
they are trivially satisfied for v € $* (using the fact that f L $*). Thus, in
view of (2.8), the solution u satisfies the differential equation (6d+dd)u = f
and also the boundary condition Tr(xdu) = 0 in a weak sense. We have also
imposed the boundary condition Tr(xu) = 0 and orthogonality to $¥, i.e.,
we have well-posedness, in an appropriate sense, of the following boundary
value problem: given f € L2A¥(Q) orthogonal to $*, find u such that

(6d +dd)u= fin Q, Tr(*u) =0, Tr(xdu) =0o0n dQ, u L H*

A slightly different way to handle the harmonic functions, which we shall
follow when we discuss mixed formulations in Section 7, is to impose the
orthogonality condition via a Lagrange multiplier p € $*. Then the weak
problem is to find u € HA*(Q) N H*A*(Q) and p € $H* such that

(du, dv) + (du,6v) + (p,v) = (f,v), ve HAF(Q)N H*AF(Q),
<u’q> = 07 qc f)k

The differential equation is now (dd + dd)u + p = f, which has a solution
for any f. We get p = Pg ¢ and so p vanishes if f L k.

Returning to the first approach, we could have also chosen the space X
to be HAF(Q)NH*A*(Q)N$HFL. In this case we obtain the same differential
equation, but the weakly imposed boundary condition Tr(du) = 0 and the
strongly imposed boundary condition Tr(u) = 0, and the orthogonality
assumed on f and imposed on u is to H* rather than to §*.

The finite element solution of this problem might seem straightforward,
at least when the harmonic functions vanish, but for some domains it
most definitely is not. Take, for instance, the case where {2 is a con-
tractible but nonconvex polyhedron in three dimensions and the form de-
gree k = 1 or 2. It is shown in Costabel (1991) that the norm on the
space X = HAF(Q) n H*A¥(Q) is equivalent to the H'A*(Q)-norm when
restricted to X! := H'AK(Q) N H*A¥(Q), but that X is a closed infinite-
codimensional subspace of X, and that except for very nongeneric data, the
solution u to the Hodge Laplacian problem will belong to X but not to X*.
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Now if we triangulate the domain and use piecewise smooth (e.g., finite el-
ement) forms in X to approximate the solution, we will not converge to the
solution. For a piecewise smooth form which belongs to HA*(Q) N H*A*(Q)
always belongs to H', and so if it belongs to X, it belongs to X'. Thus
our approximate solutions will remain in a closed subspace which does not
contain the exact solution, and so cannot converge to it.

The mixed formulation we present in Section 7 will not suffer from this
(very serious) defect.

2.3. Exterior calculus on R™

Global coordinates

Suppose that €2 is an open subset of R™. Then we have the global coordinate
functions z;, ¢ = 1,...,n. Moreover, each of the tangent spaces T,{) may
be identified naturally with R™, and so with each other. This simplifies
matters greatly, especially from the computational point of view. Note that
the exterior derivative of the coordinate function z; is the functional that
takes a vector v € R" to its ¢th component v; € R. This explains the
notation dx; introduced for this functional in Section 2.1.

A general element of A¥(Q) may be written

Wy = Z agdxg(l) VANERRIA dl'g(k),
1<o(1)<-<o(k)<n

where the a, € C®(Q). If we allow instead a, € CP(Q), a, € L?*(),
a, € H*(), etc., we obtain the spaces CPA*(Q), L2A*(Q), H*A*(Q), etc.
The volume form is simply dxy A - - - A dx,.
In terms of the global coordinates, the exterior derivative also has a simple
expression:

d Z agdxa(l) A dx Z Z da, dl‘z A dxa(l) VANEERIVAN dxa(k).

o =1

Prozy fields
Based on the identification of At R™ and Alt" R” with R and of Alt! R™
and Alt" ! R” with R”, we may identify each O-form and n-form with a
scalar-valued function and, for n > 1, each 1-form and (n — 1)-form with a
vector field. The associated fields are called prozy fields for the forms. For
n = 2 we have two different identifications of A'(Q) with C*°(Q;R?), i.e
two ways to associate a proxy field to a 1-form.

Interpreted in terms of the proxy fields, the exterior derivative operators
d: A°%Q) — AYQ) and d : A" HQ) — A™(Q) become grad : C®(Q) —
C>®(2;R™) and div : C*°(Q; R™) — C*°(2), respectively.



FINITE ELEMENT EXTERIOR CALCULUS 27

Table 2.2. Correspondences between a differential forms w on  C R3
and scalar/vector fields w on Q. In the integrals, f denotes a submanifold
of dimension k, and Hj denotes the k-dimensional Hausdorff measure
(Lebesgue measure for k = 3). The unit tangent ¢ for £k = 1 and unit
normal n for k = 2 are determined by the orientation of f.

k| AM9Q) HAF(Q) dw Jrw Kw

0 C>(Q) HY(Q) grad w w(f) 0

1| C®(%R%) H(ewl, GR%) cwlw [w-tdHy  z—2-w()
2 | C*(R%) H(div, 3 R%) dive [jw-ndHy 22 xw(@)
3 C>(Q) L2(%2) 0 ffwd'Hg x— zw(x)

Table 2.2 summarizes correspondences between differential forms and
their proxy fields in the case 2 C R3. (The last column refers to the Koszul
differential, introduced in the next section.)

For © C R3, the de Rham complex becomes

0 — C(Q) B2 oo RY) < (0 R?) I Q) — 0,

and the L? de Rham complex

0 — HYQ) & F(cwl, ;R?) <L m(div, 2 R?) Y, £2(0) - 0.

For © C R?, the de Rham complex becomes
0 — 0°(Q) 229, oo R?) X% 02 (Q) — 0,

or
curl div

0 — C®(Q) &5 C®(Q;R?) =5 C™(Q) — 0,
depending on which of the two identification we choose for A(R?).

For © any bounded domain in R™ with Lipschitz boundary, it is known
that the divergence operator maps H'(Q;R") onto L?(Q2) and H!(Q;R")
onto the orthogonal complement of the constants in L?(Q2) (see Girault and
Raviart (1986, Corollary 2.4)). Since we will need this result in the final
section of the paper, we state it here in the language of differential forms.

Theorem 2.4. Let € be a bounded domain in R™ with a Lipschitz bound-
ary. Then, for all u € L2A™(f) there exists n € H'A"1(Q) satisfying
dn = p. If, in addition, [, =0, then we can choose n € H*A" ().
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3. Polynomial differential forms and the Koszul complex

In this section we consider spaces of polynomial differential forms, which
lead to a variety of subcomplexes of the de Rham complex. These will be
used in later sections to construct finite element spaces of differential forms.
A key tool will be the Koszul differential and the associated Koszul complex.
The material in the first two subsections can be extracted from the litera-
ture, to which some references are given, but the goals, context, and level of
generality are often quite different from ours, so we intend the presentation
here to be self-contained. In Section 3.3 we introduce the spaces P A*,
which will be of great importance later. (We introduced these spaces under
the name P." | A* in Arnold et al. (2006b), but have changed the indexing
in order to have the graded multiplication property (3.16).) In Section 3.4
we determine all finite-dimensional spaces of polynomial differential forms
which are invariant under affine transformations. To the best of our knowl-
edge, this result is new. In the following subsection, we exhibit a wide
variety of polynomial subcomplexes of the de Rham complex (essentially
2"~ of them associated to each polynomial degree). These will lead to fi-
nite element de Rham subcomplexes in the following sections. Some of these
have appeared in the literature previously, but the systematic derivation of
all of them first appeared in Arnold et al. (2006b).

3.1. Polynomial differential forms

Let Pr(R™) and H,(R™) denote the spaces of polynomials in n variables
of degree at most r and of homogeneous polynomial functions of degree r,
respectively. We interpret these spaces to be the zero space if r < 0. The
space of all polynomial functions is P(R") = @, , H,(R"), a commutative
graded algebra. We can then define spaces of polynomial differential forms,
P, AF(R™), H,A*(R™), etc. For brevity, we will at times suppress R™ from
the notation and write simply P, H,, P-AF, etc.
We note for future reference that

dim P, AF(R") = dim P, (R") - dim Alt* R"

()@= e

and dim H,A*(R") = dim P, A*¥(R"1).
The space of polynomial differential forms

o0 n
PA =P P H. A

r=0 k=0

is called the Koszul algebra (Guillemin and Sternberg 1999, Chapter 3.1).
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For each polynomial degree » > 0 we get a homogeneous polynomial
subcomplex of the de Rham complex:

0—HA L 1, At L o, A, (3.2)

We shall verify below the exactness of this sequence. More precisely, the

cohomology vanishes if » > 0 and also for » = 0 except in the lowest degree,

where the cohomology space is R (reflecting the fact that the constants are
killed by the gradient).

Taking the direct sum of the homogeneous polynomial de Rham com-

plexes over all polynomial degrees gives the polynomial de Rham complex:

0—-PA Lop At L dp A0 (3.3)

for which the cohomology space is R in the lowest degree, and vanishes
otherwise.
It is easy to see that if ¢ : R™ — R" is a linear map, then

o*(H A% € H AR, ¢*(PAF) C PLAF,
and if ¢ : R” — R" is an affine map, then
¢*(PA") C PA". (3.4)

3.2. The Koszul complex

Let =z € R™. Since there is a natural identification of R with the tangent
space ToR™ at the origin, there is a vector in TyR™ corresponding to x.
(The origin is chosen for convenience here, but we could use any other point
instead.) Then the translation map y — y+x induces an isomorphism from
ToR™ to T,R™, and so there is an element X (z) € T,R"™ corresponding to
x. (Essentially X (x) is the vector based at x which points opposite to the
origin, and whose length is |z|.) The interior product with the vector field
X, k:=2X, maps A*(R") to A*"1(R") by the formula

(kw)z(v1y ..., Vk—1) = Wy (X(:c),vl, A Uk,l).

From the similar properties for the interior product of algebraic forms, we
have that

kok=0 (3.5)
and
kwAn) = (kw) An+ (=D)Fw A (kn), we Ak ne Al (3.6)
In terms of coordinates, if w, = ao(7)dws) A -+ A dzyy), then

K;w r = Z Z H_l To(i )dl'g(l) VANRIEIAN a;o(i) N A dxg(k).

o =1
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Note that x maps H,A* to H, 1A, i.e., k increases polynomial degree
and decreases form degree, the exact opposite of the exterior derivative d.

Another useful formula is the pullback of kw under a linear or affine map.
First suppose that ¢ : R® — R"” is linear. Then if w is a k-form on R"”,
we have

P kw = K w.
Indeed,

(@"kw)z (V1. Vk—1) = (KW)ga(PV1, - . -, PUE_1) = W (DT, PUL, ..., PUK_1)
= (¢"w)z(@,v1,. .o vp-1) = (K" W)z (V1. - oy VE—1).

For the case of an affine mapping ¢z = 1z + b, with ¢ linear and b € R", a
similar computation gives

(@" kW) (V1, ... Vh—1) = (kW) (Yv1, ..., YUR_1)
= Wee (YT + b, Yz, Y1, . PUR_1)
= W (YT, Pv1, ..o, YUE_1) + W (b, Y1, - PUR—1)
= (k" w)z(v1y. oy Uk—1) + pg(v1, .o, VK1),

where p;(v1, ..., Vp—1) = Wea (b, V1, ..., YUp_1), S0 p € P, A1 Thus
P rw — kp*w € P AL w e HOAR (3.7)

The operator x maps the Koszul algebra PA to itself. There it is called
the Koszul operator (Guillemin and Sternberg 1999, Chapter 3.1), and gives
rise to the homogeneous Koszul complex (Loday 1992, Chapter 3.4.6),

0 — Hp_nA" =5 Hp_p A1 2 o0 55 HA0 S 0. (3.8)

We show below that this complex is exact for » > 0. Adding over polynomial
degrees, we obtain the Koszul complex (for any r > 0),

0 — Pr_p A" s r—n+1An_1 T PTAO — 0,
for which all the cohomology spaces vanish, except the rightmost, which is
equal to R.

To prove the exactness of the homogeneous polynomial de Rham and
Koszul complexes, we establish a key connection between the exterior deriva-
tive and the Koszul differential. In the language of homological algebra, this
says that the Koszul operator is a contracting homotopy for the homoge-
neous polynomial de Rham complex.

Theorem 3.1.
(dk + kd)w = (r + k)w, w e H,AF. (3.9)
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Proof. 1t suffices to prove the result for w = fdz,1) A -+ A dzg ) where
1<o(l)<---<o(k) <n, and f € H,. To simplify notation, we may as
well assume that o(i) =4, so w = fdx; A--- Adxg. Now

ﬂdw:Ii(Z gf dﬂ:i/\dxl/\---/\dxk>
Xg

=1

Sl

:Z [xidxl/\~--/\dxk
= O

;i ANdxp A A dxk>

k
+Z(—1)jxjdxmdx1A---Aa?cj/v--Adxk]

—rw—i-zz :Ex]dzl/\dxl/\ /\as\cj/\'--/\dxk.
=1 j=1

In the last step we have used Euler’s identity ), x;0f/0x; = r f for f € H,.
On the other hand,
k

drw :d[Z(—l)j_lijdxl /\---/\a?vj/\---/\dxk]

—ZZ(—U"1?dxi/\dxm---/\@j/\--wdxk

k n ] . 8f
:ZZ f511+3 T dz; Adx A -+ /\de - AN dag

7j=1 =1

k n
0 —
=kw+ Y Y (-1 1&{ cda; Adxy Ao Ada A A dag.

j=11i=1
Adding these two expressions gives the desired result. 0

Remark. An alternative proof of the theorem is based on the homotopy for-
mula of differential geometry (see Lang (1995, Chapter V, Proposition 5.3)
or Taylor (1996, Chapter 1, Proposition 13.1)), which states that for any
vector field v on a manifold

d(ww) + (dw)av = Lyw.

Here L,w denotes the Lie derivative of w with respect to v, defined by

d .
Low = a(atw) o
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where © — a;(x) € Q is the flow defined for (x,t) in a neighbourhood of
Q x {0} in Q x R by day(z)/dt = v(as(x)) and ag(x) = z. For the vector
field v = X, it is easy to check that the flow is simply a;(x) = €'z, so

(afw)a(v1, ... 0p) = werg(€tvr, ... etog) = TR (ur, L up),

for w € H,A*. Differentiating with respect to ¢ and setting ¢t = 0, we obtain
the desired result.

As a simple consequence of Theorem 3.9, we prove the injectivity of d on
the range of x and wice versa.

Theorem 3.2. If dkw = 0 for some w € PA, then kw = 0. If kdw = 0 for
some w € PA, then dw = 0.

Proof. We may assume that w € H,A¥ for some r,k > 0. If r = k = 0, the
result is trivial, so we may assume that r + k£ > 0. Then

(r+ k)kw = k(dk + kd)w = 0,
if dkw = 0, so kw = 0 in this case. Similarly,
(r +k)dw = d(dk + kd)w = 0,
if kdw = 0. 0

Another easy application of (3.9) is to establish the claimed cohomology
of the Koszul complex and polynomial de Rham complex. Suppose that
w € H,AF for some r,k > 0 with r + k > 0, and that sw = 0. From (3.9),
we see that w = kn with = dw/(r + k) € H,_1AF*L. This establishes
the exactness of the homogeneous Koszul complex (3.8) (except when r = 0
and the sequence reduces to 0 — R — 0). A similar argument establishes
the exactness of (3.2).

Another immediate but important consequence of (3.9) is a direct sum
decomposition of H,AF for r,k > 0 with r + k& > 0:

HoAF = kH,_ A @ dH o AR (3.10)

Indeed, if w € H,A¥, then n = dw/(r+k) € H,—1A** and p = rw/(r+k) €
Hy 1 A1 and w = kn + dp, so HpAF = kH (AT 4 dH, AL Also, if
w € KHp_ 1 AFTP N dH, 1 AT then dw = kw = 0 (since dod =Kok =0),
and so, by (3.9), w = 0. This shows that the sum is direct. Since P,A* =
Do H,;A¥, we also have

PrA* = kP AP @ AP AP (3.11)

We now use the exactness of the Koszul complex to compute the dimen-
sion of the summands in (3.10).
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Theorem 3.3. Let r >0, 1 < k < n, for integers r, k, and n. Then
k—1
dim wH, AF(R™) = dim dH, o AF @) = (" T (7T . (3.12)
n—=~k k—1
Proof. Applying k to both sides of (3.10), we have
KHAF(R™) = kdH, 1 AFL(RD).

But & is injective on the range of d by Theorem 3.2. Thus the first equality
of (3.12) holds.
We turn to the proof of the dimension formula

dim kH, AF(R™) = (Z " ;) (T Z ﬁ; 1> . (3.13)

From the exactness properties of the Koszul complex, we know that the
Koszul operator is injective on HoA¥(R™) for all £ > 1 and on H,A"(R")
for all r > 0, so the formula is trivially verified in these cases. Now the range
of k acting on H,A¥(R") is equal to the dimension of H,A*(R™) minus the
dimension of the null space of k on that space. By the exactness of the
Koszul complex, the null space is kH,_1A*T1(R™). By (3.1)

dim H, AF(R™) = dim P, (R")AF(R"!) = (" :i; 1) (Z)

Thus

dim &M, A*(R") = (” T | 1> <Z> — dim kH,_ AFFHR™).  (3.14)
n [R—

The dimension formula (3.13) follows from this equation and a backward
induction on k, the case k = n being known. Indeed suppose that (3.12)
holds for all r with k replaced by k + 1. Substituting this (with r replaced
by r — 1) into (3.14) and using the binomial identity

n+r—1\/n B n+r—1\/r+k—-1 _(n+r r+k—1
n—1 k n—k—1 k \n—k k—1 )’
we obtain the result. ]

3.3. The space Py A*

Let 7 > 1. Obviously, P,A* = P,_1A* + H,A*. In view of (3.10), we may
define a space of k-forms intermediate between P,_iAF and P,A* by

P;Ak = PrflAk + IiHrflAk-H = PrflAk + KprflAk—H.

Note that the first sum is direct, while the second need not be. An equivalent
definition is

PoAR = {we PAY | kw e PARLY
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Note that P, A? = P,A? and P, A" = P,_1 A", but for 0 < k < n, P, AF is
contained strictly between P,_jA* and P,A*. For r < 0, we set P AF =0.
From (3.12), we have

dim P, AF(R™) = dim P,_1 AF + dim wH,_1 AFF?
n+r—1\/n n+r—1\/r+k—1
— 1
()6 CEI)TT) e
_(r+tk=1\(n+r
N k n—=k)J)’
where the last step is a simple identity.
Analogous to the obvious closure relation
PoAR APAL € P AR
the P~ AF spaces satisfy
PrAP APIA C P AT (3.16)
first proved in Christiansen (2005). To prove (3.16), it suffices to show that
KHp AFTUA KH AT C kM ARTEL

By the exactness of the Koszul complex, it is enough to show that x(kw A
kp) = 0. But this follows immediately from (3.5) and (3.6). Taking [ = 0
and noting that P; Al = Py, we get

pEPs, we Py AF = pwe P AR (3.17)
We close by noting a simple consequence of Lemma 3.2.
Theorem 3.4. If w € P7AY and dw = 0, then w € P,_1AF.
Proof. Write w = wy + kwa with wy € P,_1AF and wo € P,_1A*TL. Then

dw:O:>dnw2:0:>/iw2:O:>w€PT_1Ak. O

3.4. Invariant spaces of polynomial differential forms

We have already noted in (3.4) that the spaces P, A* of polynomial differen-
tial forms are affine-invariant, i.e., mapped into themselves by the pullback
of affine transformations of R™. This is a stronger property than linear
invariance (invariance under the pullback of linear transformations). For
example, H,AF is linear-invariant, but not affine-invariant. Let us explain
the significance of affine invariance for finite element spaces of differential
forms. In the next section we define the space P,.A¥(T) for an n-simplex
T to be the space of restrictions of polynomials in P.A* to the simplex.
In the following section we define the finite element space P,A*(7},) for a



FINITE ELEMENT EXTERIOR CALCULUS 35

simplicial complex 7}, consisting of piecewise polynomial differential forms
which restrict to P,.A¥(T) on each T' € 7;,. Another possible construction
would be to select a single reference simplex 7', and define P,A* (T ), and
then to define P,A*(T) = &*(P.A* (T)) for any other simplex 7', where
®: 7T — T is an affine isomorphism. Affine invariance shows that these two
definitions of P,.A¥(T) are the same (and so the space does not depend on
the choice of affine isomorphism ® of 7' on T).

It is a relatively easy matter to see that the only finite-dimensional affine-
invariant spaces of polynomial O-forms (i.e., ordinary polynomial functions)
are the spaces P.AY for r = 0,1,2,... (and this will follow from the tech-
niques below). Similarly, the only finite-dimensional affine-invariant spaces
of polynomial n-forms are the spaces P.A"™. However, for 0 < k < n, there
are other affine-invariant spaces of polynomial k-forms. Specifically, the
spaces P, AF r=1,2,..., are affine-invariant. In this subsection, we shall
determine all the affine-invariant subspaces of polynomial k-forms.

First we note that the decomposition of H,.A* given in (3.10) is a decom-
position into subspaces which are linear-invariant (but not affine-invariant).
Indeed, if ¢ : R™ — R" is linear, then from the relations ¢*d = d¢* (which
holds for any transformation ¢), and ¢*k = k¢* (which holds for ¢ lin-
ear), and the invariance under linear transformations of the spaces of the
homogeneous forms, we have

¢*dH, AT = A H, 1 AP C dH AR
O KH— 1 AR = k" H,_ AR kH AR

This establishes the invariance of the summands.
The same argument shows that the space dP,,1A*~! is invariant under
affine transformations:

¢ AP, AP = do* P, AP dP, o AR (3.18)
For the range of k, we can only get a weaker result using (3.7), namely
¢ P AMTL C k* P AP 4 P AR € kP AR 4P AR (3.19)

We now combine these results to find several affine-invariant subspaces of
P,A*. Below we shall show that these are the only such subspaces.

Theorem 3.5. Let 0 < k <n,r >0, -1 < s < r, for integers k, n, r,
and s. Then the space

X(r,s,k,n) = dP, 1 AFL(R") + kP, AFTLRY)
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is an affine-invariant subspace of PA*(R™). Furthermore:
o (case s=r1) X(r,r,k,n) =P, A*R");
e (case s=7r—1) X(r,r —1,k,n) = P.A*R");
o (case s<r—1) if =1 <s<r—1, then
X(r,8,k,n) = Pep1 AF(R™) + AP AP H(R™)
={w e P, AFR) | dw € PARR™) ).

This space is contained strictly between Py, 1A* and P,.A*, but does
not contain 735+2Ak.

Proof.  From (3.18), (3.19), (3.11), and the fact that s < r, we have
QS*X(T, s, k, n) - qunJrlAk_l + HPSAkH—l + ,PsAk
= dlpr—i-lAkfl —+ liPsAk+1 + d,Ps—‘rlAkil + /f,Ps_lAk71
— dp'r—‘,-lAk_l + HPsAkJ’_l = )((7"7 S’ k‘) n>7

which is the claimed invariance. The bulleted points are then simple obser-
vations. ]

Thus, for 0 < k < n, there are three distinct types of finite-dimensional
affine-invariant spaces of polynomial differential k-forms (and, as we shall
soon show, these are the only ones):

e the spaces P,AF of all polynomial k-forms up to a given degree, r;
e the reduced spaces P, A¥; and

e the spaces consisting of all w € P, A* for which the exterior derivative
dw is constrained to belong to PsA* for some —1 < s < r — 1 (with
s = —1 corresponding to the constraint dw = 0).

In this paper we will investigate spaces of piecewise polynomial differential
forms for which the pieces belong to one of the spaces P,.A* or PA*, i.e., to
spaces of the first or second kind listed. The third class of spaces will not be
considered. Up until now, these spaces have not been widely used as mixed
finite element spaces, and it is not clear that there is a motivation to do so.
However, a vector-valued analogue of these spaces played a major role in
the development of stable mixed finite elements for elasticity in Arnold and
Winther (2002).

In the remainder of this subsection, we show that the spaces X(r, s, k,n)
given in Theorem 3.5 are the only finite-dimensional affine-invariant sub-
spaces of PA¥. This result will not be needed later, and so the reader
uninterested in the proof may safely skip ahead to Section 3.5.

Theorem 3.6. Let 0 < k < n, and suppose that X C PA* is a non-
zero finite-dimensional subspace satisfying ¢*X C X for all affine maps
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¢ : R" — R". Then X = X(r,s,k,n) for some integers r, s, with > 0,
—1<s<r.

The proof will be based on the representation theory of the general linear
group, for which we will first summarize the main results needed. These re-
sults may be gleaned from Fulton and Harris (1991), especially Section 6.1.
Via the pullback, the group GL(R") acts on PA* and on its subspace H,A*.
From equation (6.9) of Fulton and Harris (1991) in the case A = (r) and
m = k, and the accompanying discussion, we find that H,A¥ (which is
Sym” V@ AFV in the notation of Fulton and Harris (1991)) has precisely two
nonzero proper invariant subspaces under this action. Since we have already
established that dH,1A*~! and kH,_; A*+1 are such subspaces, the decom-
position (3.10) is the decomposition of H,.A* into irreducible linear-invariant
subspaces. Moreover, all the nonzero spaces dH, 1 A* "1, kH,_1AFF! (for
varying r and k) are inequivalent as representations, because, as explained
in Fulton and Harris (1991), they are the images of projections associated
with different partitions (or different Young diagrams). This means that
there does not exist a linear isomorphism between any two of them which
commutes with the pullback action. Consequently, we may write down the
decomposition of PA* = D, H,-A* into irreducible linear-invariant sub-
spaces,

PAY = P aH; A o @D rHin, (3.20)
j=1 i=0

and from this decomposition we can read off all the finite-dimensional linear-
invariant subspaces of P,AF: they are just the sums of some finite number
of the summands appearing in (3.20).

The next step is to determine which of the linear-invariant subspaces is
actually affine-invariant. We shall do this by considering the effect of the
pullback by the translation operation. First we introduce some notation. Let

74 PAF — dH, AR 7% PAF — H AR

denote the projections determined by the decomposition (3.20). Denote by
7 :R™ — R" the unit translation in the x; direction:

T(z) = (x1 + 1,22, ..., Tp).
The proof of Theorem 3.6 will follow easily from the next lemma.
Lemma 3.7. Let 0 <k <n.

(1) For any r > 1, there exists w € dH,1A*! such that 7, (7*w) # 0.
(2) For any s > 2, there exists w € KHs_1A¥*1 such that 7% | (7*w) # 0.
(3) For any s > 1, there exists w € kH,_1A**! such that 7¢ | (7*w) # 0.
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Proof.  For the proof we will exhibit such forms w explicitly, and verify the
result by direct computation.
(1) Let

= (r+ )7 (@ dazg A - Adag) = 2f dag Ao Adag € A AR
Then

T'w = (x1+ 1) dzg A+ Aday
:xgdxl/\---/\dxk—i—rxqfldxl/\---/\d:pk—l—--- ,
where we have expanded by polynomial degree. The term of degree r — 1 is
mcq_l dzy Ao Aday = d(afdeg A -+ - Aday) € dH, A1

Therefore 79, (T*w) = rat dey A -+~ Aday # 0.
(2) Let

w=r(zi dry Ao Adzgyq)

k+1
—a:l -1 Z ]Jrlxj dxq /\‘--/\dxj Ao ANdzgy € HHS_lAk+1.

Then
T'w=(r1+ 1)°deg A+ - Adagy
k+1 ' .
+ (:Cl + 1)8_1 Z(—I)J—H.%'j dzi A--- A d.%'j A ANdegy.
j=2

Letting p = m,_1(7*w), where m,_1 : PAF — H,_1AF is the projection onto
homogeneous polynomial forms of degree s — 1, we get

= sa:i_l dzo A - ANdzgsq

k+1
(s—1zx Z ]Jrlmjd:zl/\-'-/\d:Ej/\-‘-Adxk_H.
Then
dp=s(s — D tdey A--- Adagg
k+1 .
(s—1x Z J+1dxj/\"'/\dxj/\"‘/\dﬂ?k+1

= (s — 1)ai~ 1d:131/\~-/\d:13k+1 #0.
Thus p € Hs_1A¥, but p ¢ dH A*L. Therefore 7 | (7*w) = 7, u # 0.
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(3) Let
k+1 ‘ .

w=r(x, dry A---ANdzkg1) = =), Z(—1)9+1xj dzy A Adxy A Adagyg.
j=1

Then 7*w = w + p where p =z dxg A -+ Adagyi. Now

k+1
Ky = xle(—l)jxjde A Adxj Ao Adaggq # 0.
j=2

Thus p € HsAP L but p ¢ kHs_1AF, so nd 7w = 7d 770 # 0. 0

Proof of Theorem 3.6. Finally, we complete the proof of Theorem 3.6. If X
is an affine-invariant subspace of PAF | it is a fortiori linear-invariant, and so
a sum of finitely many summands from (3.20). Also 7*X C X. Suppose that
dH,41 A1 is the highest degree summand in the range of d. It follows from
the first statement of the lemma that dH, A*! must then be a summand
as well, and so, by induction, dP,;1A*"1 C X. Similarly, if KH,AP! is
the highest degree summand in the range of k, the second statement of
the lemma ensures that xkP,A**!1 C X. Finally, the third statement of the
lemma ensures that 7 > s. Thus X = dP, 1 A¥ 1+ kP A = X (1,5, k,n).
This completes the proof. [

3.5. FExact sequences of polynomial differential forms

We have seen the polynomial de Rham complex (3.3) is a subcomplex of
the de Rham complex on R™ for which cohomology vanishes except for the
constants at the lowest order. In other words, the sequence

RoPA Lop Al 40 op A (3.21)

is exact for any r > 0 (some of the spaces vanish if r < n). Such a complex,
namely one which begins with the inclusion of R, has vanishing cohomology,
and terminates at 0, is called a resolution of R.

As we shall soon verify, the complex

R PA0 -4 poal 4 L poAn (3.22)
is another resolution of R, for any r > 0. Note that in this complex, involving
the P~ A* spaces, the polynomial degree r is held fixed, while in (3.21), the
polynomial degree decreases as the form order increases. Recall that the
Oth order spaces in these complexes, P.A" and P, A%, coincide. In fact, the
complex (3.21) is a subcomplex of (3.22), and these two are the extreme
cases of a set of 27"~! different resolutions of R, each a subcomplex of the

next, and all of which have the space P,A° in the Oth order.
To prove all this, we first prove a simple lemma.
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Lemma 3.8.
(1) For r > 1, dP, A*F C dP,AF C P,_1 AR C AR+

(2) The following four restrictions of d each have the same kernel:

d:PAF = P AFFL dPAR - PTARL
d: P A — P AR AP AR — P AT

(3) The following four restrictions of d each have the same image:

d:PAY = P AL d: P AR - PAR
d: P AF = P AFTE dPoAR - AR

Proof. The first statement is clear. To prove the second, we need to show
that if w € PT_HA"C with dw = 0, then w € P,.A*. This follows from
Theorem 3.4. Finally, to prove the third statement, it suffices to note that
PAF = PAF 4+ AP, 1 AP so dP.AF = AP AR, ]

We now exhibit 2"~! resolutions of R, subcomplexes of the de Rham
complex, beginning R < P,A%. In view of the lemma, we may continue
the complex with the map d : P,AY — P, 1A or d : P, A" — P-Al. The
former is a subcomplex of the latter. With either choice, the cohomology
vanishes at the first position. (In the former case we use the cohomology of
(3.21), and in the latter we get the same result thanks to the lemma.)

Next, if we made the first choice, we can continue the complex with
either d : P,_iA! — P,_9A%2 or d : Pr 1A — Pf_lAQ. Or, if we made
the second choice, we can continue with either d : P A — P,_ 1A% or
d:P,Al' — P A2 In any case, we may use the lemma and the exactness
of (3.21) to see that the second cohomology space vanishes. Continuing in
this way at each order, k = 1,...,n—1, we have two choices for the space of
k-forms (but only one choice for k = n, since P,_1 A" coincides with P,-A™),
and so we obtain 2"~! complexes. These form a totally ordered set with
respect to subcomplexes. For r > n these are all distinct (but for small r
some coincide because the later spaces vanish).

In the case n = 3, the four complexes so obtained are:

Rc_’,PrAO B ,PrflAl —d_’ 7)7“72A2 - ,Pr73A3 — 0,
R P,A° -4 P Al —L pr A2 L A8 o,
R P,A° -4 poAl 4o A2 L P A3 o,

R PA° -4 poal L poA? Lo A3 o
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3.6. Change of origin

We defined the Koszul differential as k =,X, where X (x) is the translation
to x of the vector pointing from the origin in R™ to x. The choice of the
origin as a base point is arbitrary — any point in R™ could be used. That
is, if y € R", we can define a vector field X, by assigning to each point x
the translation to x of the vector pointing from y to x, and then define a
Koszul operator k, =.X,. It is easy to check that for w € Pr_1 AT and
any two points y,y" € R”, the difference kyw — kyw € P,_1AF. Hence the
space
PrAF =P AF gy P AT

does not depend on the particular choice of the point y. This observation is
important, because it allows us to define P~ A*(V) for any affine subspace
V of R". We simply set

P AR (V) =P AR (V) + 5y Pro ALV,

where y is any point of V. Note that if w € P A*(R"), then the trace of w
on V belongs to P A*(V).

4. Polynomial differential forms on a simplex

Having introduced the spaces of polynomial differential forms P,.A*(R™)
and P A*¥(R™), we now wish to create finite element spaces of differential
forms. These will be obtained using a triangulation of the domain and
assembling spaces of polynomial differential forms on each of the simplices
in the triangulation. First, for each simplex T of the triangulation, we
specify a space of shape functions. This will be either P.A*(T) or P A*(T),
where these denote the spaces of forms obtained by restricting the forms in
P, AF(R™) and P~ A*(R™), respectively, to T. It is also necessary to specify
how these pieces are assembled to obtain a global space — in other words to
specify the degree of interelement continuity. To this end, we need to specify
a set of degrees of freedom for the shape spaces associated to a simplex — that
is, a basis for the dual space — in which each degree of freedom is associated
with a particular subsimplex. When a subsimplex is shared by more than
one simplex in the triangulation, we will insist that the degrees of freedom
associated with that subsimplex be single-valued, and this will determine the
interelement continuity. This assembly process is an important part of the
architecture of finite element codes, and the specification of a geometrically
structured set of degrees of freedom distinguishes a finite element space from
an arbitrary piecewise polynomial space. The association of the degrees of
freedom to subsimplices gives a decomposition of the dual space of the
shape functions on 7T into a direct sum of subspaces indexed by all the
subsimplices of T'. It is really this geometric decomposition of the dual
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space that determines the interelement continuity rather than the particular
choice of degrees of freedom, since we may choose any convenient basis
for each space in the decomposition and obtain the same assembled finite
element space.

For computation with finite elements we also need a basis, not only for
the dual space, but also for the space of shape functions itself, which sim-
ilarly decomposes the spaces into subspaces indexed by the subsimplices.
This way the necessary discretization matrices can be computed simplex
by simplex and assembled into a global matrix. In this section we define
such bases and decompositions for P, A*(T) and P;- A¥(T"). There have been
several papers which have discussed bases of these spaces for use in compu-
tation in particular cases, e.g., Webb (1999), Hiptmair (2001), Ainsworth
and Coyle (2003), Gopalakrishnan, Garcia-Castillo and Demkowicz (2005).
In our presentation, we emphasize the fact, first noted in Arnold et al.
(2006b), that the construction of the degrees of freedom and basis for the
P,.A* spaces requires the use of P~ AF spaces on the subsimplices, and vice
versa. Therefore, the two families of spaces must be studied together to get
optimal results.

4.1. Sitmplices and barycentric coordinates

For 1 < k < n, let ¥(k,n) denote the set of increasing maps {1,...,k} —
{1,...,n} and for 0 < k < n, let ¥o(k,n) denote the set of increasing
maps {0,...,k} — {0,...,n}. These sets have cardinality (}) and (Zﬁ)
respectively. For o € 3(k,n) with k < n we define o* € ¥(n — k,n) such
that R(c) UR(c*) = {1,...,n} and, similarly, for o € Xy(k,n) with k < n,
we define o* € ¥o(n — k — 1,n) such that R(c) UR(c*) = {0,...,n}. For
o € X(k,n) we define (0,0) € Xo(k,n) by (0,0)(0) =0, (0,0)(j) = o(j),
j=1,....,k

Let zg, z1,...,x, be n+1 points in general position in R™ ordered so that
the vectors z1 — xg, ..., T, — o give a positively oriented frame. Then the
closed convex hull of these points, which we denote by [zg,...,z,], is the
n-simplex with the vertices z;. Call this simplex T'. For each o € ¥¢(k,n),

the set fy = [T5(0);- -+, To(k)] i a subsimplex of dimension k. There are
(Zﬁ) subsimplices of dimension k, with the vertices being the subsimplices
of dimension 0, and T itself being the only subsimplex of dimension n. For
k < n, fo is the (n — k — 1)-dimensional subsimplex of T opposite to the
k-subsimplex f,. We denote the set of subsimplices of dimension k of T" by
Ag(T), and the set of all subsimplices of T' by A(T).

We denote by Ag,..., A, the barycentric coordinate functions, so \; €
Pi1(R™) is determined by the equations A;(z;) = d;5, 0 < 4,5 < n. The \;
form a basis for P;(R™) and satisfy >, A; = 1. We have

T={zeR"|N(z) >0, i=0,...,n}
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and for the subsimplices
fo={xzeT|X(z)=0,icR(c")}.
In particular, the subsimplices of codimension one, or faces, of T' are
Fi:=zo,...,&i,...,zp) ={z €T | N(z) =0}, i=0,...,n.

For a subsimplex f = f;, the functions A, (q), . .., Ay(x) are the barycentric
coordinates of f. Note that they are defined on all of R"™. Their restrictions
to f depends only on f, but their values off f depend on all the vertices of T'.
There is an isomorphism between the space P.(f) of polynomial functions
on f of degree at most r, i.e., the restrictions of functions in P,(R™) to f,
and the space H,.(R*+1) of homogeneous polynomials of degree r in k 4 1
variables. Namely each p € P,(f) may be expressed as

p(.%') :Q(/\U(O)(:U)v'"7)‘J(k:)($))7 T € f,

for a unique ¢ € H,.(R¥*1). The right-hand side is defined for all z € R",
and so provides a way to extend functions from P,(f) to P,(R™). We shall
call this extension E¢r(p). Note that E;r(p) vanishes on all subsimplices
of T disjoint from f.

The bubble function associated to a subsimplex f = f, of T is given by
the product

bf = Ay = )\0'(0))\0'(1) v )‘a(k) S Pk(Rn)

It vanishes on any subsimplex of T" which does not contain f, and, in par-
ticular, on all the subsimplices of dimension less than k. Thus its restriction
to f belongs to Pr11(f), the subspace of Pj11(f) consisting of polynomials
functions on f which vanish on the boundary of f.

The vectors t; := x; — xg, ¢ = 1,...,n, form a basis for R". The dual
basis functions are the 1-forms d)\; € Alt' R”. Note that d\g = — Z?:l dA;
is not included in the basis. Similarly, for any face f = f,, the restrictions
of dAg(1),...,dAsx) to the tangent space V of f at any point of f (V is
independent of the point), give a basis for Alt' V.

The algebraic k-forms (dA)y := dAg1) A -+ AdAspy, o € B(k,n), form
a basis for Alt*. Therefore, a differential k-form w can be expressed in
the form

w= Z ax(dA)s, (4.1)

ceX(k,n)

for some coefficient functions a, : T — R. The coeflicient functions in
this expansion are uniquely determined and can be recovered using the
dual basis:

Ao (7) = Welto(rys - tok))-
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For any simplex f, let |f| = [ f vol; denote its k-dimensional volume.
Then volr(t1,...,t,) = n!|T|, while dA; A -+ AdA,(t1,...,t,) = 1. Thus
dA A AdA, = 1/(nY|T|) volp. Similarly, if f is the k-simplex with vertices
QS‘U(O), ce 7$U(k})7 then

d)‘a(l) A AdA o(k) = voly.

“H !f |
It follows that

/)\ d)\()/\ /\d)\() ]ﬂ'|f|/ o(j) VO|f k‘ ) j=0,...,k.

4.2. Degrees of freedom and basis for P.(T)

Before proceeding to the case of general P, A*(T) and P~ A*(T), we consider
some simple cases. First we consider the familiar case of P,.(T) = P, A(T) =
P~ A%(T), which will correspond to the Lagrange finite element spaces.

It is well known (and is easily shown, and will follow from the more general
result below) that an element of P,(7") vanishes if it vanishes at the vertices,
its moments of degree at most r — 2 vanish on each edge, its moments of
degree at most r — 3 vanish on each 2-subsimplex, etc. Let us associate to
each f € A(T), a subspace of the dual space of P.(T)* by

W(f) = {qseP()

o(p) = /quvolf for some ¢ € Pr_dim r—1(f) }

In case dim f = , [ = {xz;} for some vertex x;, then P.(f) = R
and ffpvolf = p(a:z), so W(f) is the span of this evaluation functional
at the vertex. Thus if ¢(p) = 0 for all p € Zf W(f), then p vanishes.
Therefore, the W (f) span Pp(T)*, i.e., 3_ ren(ry W(f) = Pr(T)*. Obviously
Pr—dim f—1(f) maps onto W (f) for each f. But it is easy to check that

Z dimpr_dimf_1(f) =dimP,(T)*,
fea(r)

from which we conclude that P,_gim —1(f) = W (f) and

@W

feA(T

This is the desired geometrical decompos,'ltlon of the dual space of P,.(T).
As mentioned, it is then easy to generate a set of degrees of freedom by
choosing a convenient basis for each of the spaces Pr_gim r—1(f), for example
the monomials of degree r — dim f — 1 in the barycentric coordinates for f.

Next we give the geometrical decomposition of P,(T') itself. We start
with the monomial basis in barycentric coordinates (sometimes called the
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Bernstein basis): the basis functions are the polynomials A/ = )\60 o \in
where I = (ig,...,i,) € N"™! is a multi-index for which the i; sum to
r. We then associate the monomial A\’ to the simplex f whose vertices
are the x; for which 7; > 0. Thus Aj is associated to the vertex xg, the
r — 1 monomials /\6_1)\1, /\6_2)\%, e )\0/\{_1 are associated to the edge
[0, 21], etc.

Define V(f) to be the span of the monomials so associated with f. Ob-

viously
PT) = D V()

FEA(T)

and it is easy to see that Pr_qim—1(f) = V(f) = Ef’Tﬁr(f) with the
isomorphism given by p — bsE¢7(p).

4.8. Degrees of freedom and basis for the Whitney forms

A differential k-form on T can be integrated over a k-simplex f € Ag(7T) and
thus associates to each such f a real number. (In the language of algebraic
topology, a differential form determines a simplicial k-cochain.) Given any
simplicial k-cochain, i.e., any choice of real numbers, one for each f €
Ag(T), Whitney showed how to define a differential form corresponding to
that cochain. Namely, he associated to f = f, € Ag(T) a differential k-form
on 7', which we shall call the Whitney form associated to the subsimplex f,
given by

Oy = Z(—l)iAg(i) d)\g(o) VANREIIVAN d)\g(i) VAYRERIVAN d)\g(k) (4.3)

i=0
(Whitney 1957, equation (12), p. 139). Now if f' = f, is a k-subsimplex
different from f, then for some i, o(i) ¢ R(p), and so the trace of A\,(;) and
dA,(;) both vanish on f’. Thus Trp ¢, = 0. On the other hand, it follows
from (4.2) that [ / ¢o = £1/k!. Thus the Whitney k-forms corresponding

to the k-subsimplices of T' span a subspace of P;A*(T') which is isomorphic
to the space of k-dimensional simplicial cochains.

The next result asserts that the space spanned by the Whitney k-forms
is precisely the space P; A*(T).

Theorem 4.1. The Whitney k-forms ¢, corresponding to f, € Ag(T)
form a basis for Py A¥(T).

Proof. Tt is enough to show that ¢, € P; A¥(T), since we have already
seen that the ¢, are linearly independent, and that their number equals
(Zﬁ) = dim Py A¥(T); see (3.15). Now for each i, kd)\; = A\ — A\;(0), so
kd\; differs from \; by a constant. Combining this with the Leibniz rule
for x (3.6), we conclude that k(dAs) A -+ A dAsy) differs from ¢, by a

constant k-form. Thus ¢, € PoA¥(T) + kPoATL(T) = P AF(T). O



46 D. N. ArNOLD, R. S. FALK AND R. WINTHER

The trace of a function in P; A*(T) on a k-dimensional face f belongs
to Py A*(f) = PoA*(f), a 1-dimensional space. Thus, for f = f,, Try ¢o
is a nonzero constant multiple of voly, while on the other k-dimensional
subsimplices the trace of ¢, vanishes.

Based on the Whitney forms, we again have geometrical decompositions

PrANT) = D VI, PrAND) = D W),
feA(T) feA(T)
where now V' (f) and W( f) vanish unless dim f = k and for f = f, € Ax(T),
V(f) and W(f) are 1-dimensional:

V() =Rés, W(F)=RIf, Trs(-)]

4.4. A basis for P, AF(T)

In this subsection we display a first basis for - A¥(T), analogous to the
basis (4.1) for P.A¥(T). This basis is not well adapted for numerical compu-
tation, because it does not admit an appropriate geometric decomposition.
Such a basis, which is more difficult to obtain, will be constructed in Sec-
tion 4.7. We begin with two lemmas.

Lemma 4.2. Let x be a vertex of 7. Then the Whitney forms corre-
sponding to the k-subsimplices that contain x are linearly independent over
the ring of polynomials P (7).

Proof. Without loss of generality, we may assume that the vertex x = x,
so we must prove that if
W= Z PoPo

c€Xo(k,n)
o(0)=0
vanishes on T' for some polynomials p, € P(T), then all the p, = 0. From
the definition (4.3), we see that if o(0) = 0, then

(;50(1‘0) = d)\a(l) VANCEIAN d)\g(k).

Thus the values of the Whitney forms ¢, at the vertex zy form a basis for
Alt' R™. By continuity, we conclude that there is a neighbourhood N of z
such that for x € N, the algebraic k-forms ¢, (x), o € Xo(k,n), o(0) = 0,
are linearly independent. Since

> po()do(x) = w(x) =0,
c€Xo(k,n)
o(0)=0

we conclude that for each o, p,(z) vanishes for all x € N, whence p, = 0.
]
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Lemma 4.3. Suppose that

w = Z PoPo

o€Xo(k,n)

where
pa'(x) = Qg ()‘0(0) ($)7 >\0(0)+1($)a ceey )\n(m))a

for some polynomial a, in n — ¢(0) + 1 variables. If w vanishes, then each
of the a, vanishes.

Proof. 1If one of the a, # 0, choose p € ¥(k,n) such that a, # 0 but
ae = 01if 0(0) > j := p(0). Let f = [zj,2j41,...,%n). Then Try ¢, = 0 if
0(0) < j and a, =0 if o(0) > j, so

Triw = Z Tr¢(ps) Try do-
c€Xo(k,n)
o(0)=j

Now Try ¢, is the Whitney form on f associated to the subsimplex f,
of f, so the preceding lemma (applied to f in place of T) implies that
Tr¢(ps) = 0 for all o with o(0) = 7, and, in particular, for o = p. Since
Pp = ap(Aj, ..., Ay), this implies that a, = 0, a contradiction. ]

Theorem 4.4. For each 0 € Xo(k,n) let ay € H,_1(R*7O+1) Then
the k-form

W = Z acr()\a(O)v )‘U(O)—i-la ceey An)¢0' (44>
o€ (k,n)

belongs to P A*(T). Moreover, each w € P, A¥(T) can be written in the
form (4.4) for a unique choice of polynomials a, € H,_(R?~7©)+1),

Proof. For a, € Hr_l(Rn_a(0)+1), CLU()\U(O), )\g(o)_H, e )\n) S Pr_l(T), SO
w € P-AF(T) by (3.17).
Thus (4.4) defines a linear mapping

P Heoa (RO pIAKT).
c€Xo(k,n)

By the preceding lemma, we know that this map is injective, so to complete
the proof of the theorem it suffices to check that

§ dim Hr_l(Rnfo(O)Jrl) — dim P;Ak(T) _ (T + k — ].> <n + 7’> '
k r+k
Géxo(k,n)
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To see this, observe that for a fixed j, 0 < j <n — k, we have by (3.1)
> dimH,y (RO

o€Xg(k,n)

o(0)=j . _ o _
N | Cereay

Therefore, we have

Z dim H,_; (Rnfa(0)+1)
0’620(’6,71)

_(rt+k—1 nz_k n—j+r—1\ [(r+k—1\/n+r
N k = r+k—1 N k r+k)

Here, we have used the identity

i <m+j> B (m—l—s—i—l)

=\ om m+1 )

which is easily established by induction on s. ]

Of course the theorem implies that we obtain a basis for P A*(T), by
choosing any convenient basis, e.g., the monomial basis, for each of the
spaces H,_1 (R?=oO)+1),

4.5. Geometrical decomposition of P.A*(T)*

We now turn to the general case of P.A*(T") and P~ A*(T), providing a geo-
metrical decomposition of each space and its dual, as was done for P, A%(T)
and Py A¥(T) in Sections 4.2 and 4.3. In this subsection, we construct the
decomposition of P, A¥(T)* in which the summand associated to a subsim-
plex is isomorphic to a space of polynomial differential forms (of the P
type) on the subsimplex. As a consequence, we obtain (via choice of bases
for the summands), a set of degrees of freedom for P.A*(T), with each
degree of freedom associated to a subsimplex of T'. This will allow the con-
struction of finite element differential forms based on the P,A* spaces in
the next section.

The decomposition, which is given in Theorem 4.10, will be built up in a
sequence of results.

Lemma 4.5. An element w € P,A¥(T) has vanishing trace on the faces
Fy,...,F, (but not necessarily on Fp) if and only if it can be written in
the form

w= Y Poedre=(dN)o, (4.5)
oceX(k,n)

for some p, € Pr_pnik(T).
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Proof. Both A; and the trace of d); vanish on the face F;, so all the forms
Ao+ (dN), vanish on each Fj, i = 1,...,n. Thus if w has the form (4.5), then
its traces vanish as claimed.

On the other hand, suppose the w € PTA’“(T) has such vanishing traces.
Write w as in (4.1) with the a, € P,(T). We must show that A\, is a divisor
of ag. For 1 <i <k, and 1 < j <n — k, the vertices zo, and z,(;) belong
to the face Fy«(;). Therefore the vector ¢,(; is tangent to the face, and so

pg(x) = wz(ta(l), - ,tg(k))

must vanish on Fj« ;). Thus A,«(;) divides p,(x) for each 1 < j < n -k,
i.e., Ay» divides p, as claimed. L]

Lemma 4.6. Let w € P.A*(T). Suppose that Trr,w =0fori=1,...,n
and that

/w An=0, n€Prn i A" ). (4.6)
Then w = 0.
Proof. Write w as in (4.5), and set

n= Z (:I:)Upa(d)\)a* € ,PrfnJrkAnik(T);
ceX(k,n)

where (£), is the sign of the permutation

(o(1),...,0(k),0"(1),...,0%(n —k)).

O:/w/\u: (Z/pgxg*>dA1AmAdAn.

Since Ay« > 0 on the interior of T, we conclude that all the p, = 0 and so

Then

w=0. (]
Lemma 4.7. Let w € P,A*(T). Suppose that
/w An=0, neP._, AT (4.7)
Then w = 0.
Proof. If w € P.AF(T), then dw € P,_1 A*1(T), and
/dw/\,u:j:/w/\du, pe APRL (4.8)

Now if pt € Pr_p i ks A" F~1(T), then
d:“’ € PT—n+k—1An_k(T) - P;—n+kAn_k(T)’
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SO
/ dwAp=0, 1€ PrnuA" (D).

Applying Lemma 4.6, we conclude that dw = 0, and hence, by (4.8), that

/w/\n:O, ne A",

Together with the hypothesis (4.7), we find that the hypothesis (4.6) of the
previous lemma is fulfilled, and so w vanishes. ]

Now for some 0 < k < n, r > 1, let w € P.A*¥(T) and f € Ax(T). The
trace of w on Jf certainly vanishes (since it is a k-form on a manifold of
dimension k — 1), so if ff Trrw An =0 for all n € PoA(f), then, by the
previous lemma applied to f, Tryw = 0. Therefore, if we assume that

[1pwnn=o. nerran., fea),
!
we conclude that Tryw = 0 for all f € Ag(T). If we then assume also that

/Trfw/\n:O, 77673;11\1(10)7 f € Apa(T),
f

we may apply the lemma again to conclude that Tryw = 0 for all f €
Ag+1(T). Continuing in this way, we obtain the following theorem.

Theorem 4.8. Let 0 < k <n,r > 1. Suppose that w € PTAk(T) satisfies
/fTrfw A=0, 1€ Py AR, FEAT).  (49)

Then w = 0.

Note that since P;A* vanishes, if s < 1 or k < 0, the only subsimplices
that contribute in (4.9) have k < dim f < min(n,r + k — 1).
The association of n to the linear functional w — [ 7 Trrw A n, gives a

surjection of T_+k_dimfAdimf*k(f) onto

W(f):= {‘75 € PANT) | (4.10)
p(w) = /Trfw A n for some 7 € ,:i_k_dimf/\dimf_k(f) }
f

The following theorem, a simple dimension count, will imply that all these
surjections are isomorphisms, and that the W (f) span P.A*(T)*.
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Theorem 4.9. Let 0 <k <n,r >1. Then

> dim P g ATTH(S) = dim P AR(T). (4.11)
FEA(T)

Proof. Using the convention that (Tl”) =0for! < 0orl > m, the fact that

the number of simplices of dimension j is (?Ill

(3.15), we see that the left-hand side equals
Z n+1\/r—1\/r+k
7 J+1)\j—k k
_<r+k>"§< n+1 ><7~_1>
O\ k = j+k+1 j
n—k
r+k n+1 r—1
R

_ <"” *k: k) (Z i ;) = dim P, AR (T).

In the last step we have used the binomial identity

2(,5)() - (")

J

), and the dimension formula

which can be deduced by matching coefficients of zP after binomial expan-
sion of the equation (z + 1)!(z + 1)™ = (z + 1), O

Combining Theorems 4.8 and 4.11, we have the main result of this sub-
section.

Theorem 4.10. Let 0 < k <mn, r > 1. For each f € A(T), define W(f)
by (4.10). (Note that W(f) = 0 unless k¥ < dim f < min(n,r + k — 1).)

Then W (f) 2= Py gim AA™7F(f) and
PANT) = P W)
feA(T)

We also have, as a corollary of the above, an isomorphism of P,A*(T)*
with P, A"*(T); see Lemma 4.7. Thus

r+k—n
2 -1\ (r+k
dim P, AR(T)* = (" .
wrator = () (1)

4.6. Geometrical decomposition of P A*(T)*

In a very similar manner, we obtain a geometrical decomposition of the dual
of PA¥(T). First we prove an analogue of Lemma 4.7.
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Lemma 4.11. Let w € P A*(T). Suppose that

/w An=0, ne Pr—n-l—k—lAn_k(T)'
Then w = 0.
Proof. Since w € P A¥(T), dw € Pr_iA*TL(T). Therefore

/dw/\u:j:/w/\d,u, pe AnkL

Now if pt € Pp_pix A" *71(T), then dp belongs to Pp_, 1 A" ¥(T) which
is contained in P,_  A""*(T), so [dwAp =0. Thus [dw A p =0 for
€ Pr_n ik A" F=Y(T). Applying Lemma 4.6 with 7 replaced by r — 1 and
k replaced by k 4+ 1, we conclude that dw = 0. Theorem 3.4 then implies
that w € P,_1A¥(T), and we can apply Lemma 4.6 again, this time with r
replaced by r — 1, to conclude that w vanishes. [

Just as for Theorem 4.8, a finite induction based on this result gives the
desired decomposition.

Theorem 4.12. Let 0 < k < n, r > 1. Suppose that w € P A*(T)
satisfies

/f ToywAn=0, 1€ P ams AR, feAT).

Then w = 0.

Note that since P; A¥ vanishes if s <1 or k < 0, again, the only subsim-
plices that contribute have k¥ < dim f < min(n,r + k — 1).
The dimension count is a simple calculation like that of Theorem 4.9.

Theorem 4.13. Let 0 <k <n,r>1. Then
> dim Py p—dim -1 A T (f) = dim P AR(T). (4.12)
feA(T)
Combining Theorems 4.12 and 4.12, we get the desired decomposition.
Theorem 4.14. Let 0 < k <n,r > 1. For each f € A(T), define

W(f) = { ¢ € PrANT) |
o(w) = / Tryw An for some n € ,Pr-&-k—dimf—lAdimfik(f) }
f

(Note that W (f) = 0 unless k < dim f < min(n,r +k —1).) Then W(f) =
Prth—dim f—1 AT R(f) and

PrANTY = D W)

FEA(T)
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Moreover, P A¥(T)* = P,y j_n_1 A" ¥(T); see Lemma 4.11. Therefore,

dim P AR(T) = <Z> <r +fl_ 1).

4.7. Geometrical decomposition of P A¥

Finally we give geometrical decompositions of the spaces themselves. From
these we can easily obtain bases for use in computation. In this subsection
we consider the spaces P,” A¥(T'), and in the next, the spaces P.A*(T). Since
we have already treated the case k = 0, we assume that 1 < k < n.

Our main result will be the following decomposition.

Theorem 4.15. Let k,r > 1. Then
PoAR(T @ V(f
feA(T
where V(f) =0if dim f < k or dlmfZT—i—kand

V(f) 2 Prikdim 1 AR f)
otherwise.

We will build up to the proof with a number of preliminary results.
First we obtain a representation of forms in P,” A¥(T") with vanishing trace.
In it we use the notation (0,p) to denote the extension of a sequence
p:{1,...,k} — {1,...,n} to the sequence (0,p) : {0,...,k} — {0,...,n}
determined by (0, ,0)(0) = 0. Note that for any p € X(k,n), the elements
Ao D(0,p) of Py, +1A (T') have vanishing trace.

Theorem 4.16. For 1 <k <n,r>n+1—k, the map
D @)= Y ),
peX(k,n) peX(k,n)
where the a, € Pyig—n_1(T), defines an isomorphism of Py _,_1 A" (T)
onto P A*(T).

Proof.  The map is an injection according to Lemma 4.2, and Theorem 4.12
implies that dim P A¥(T) < dim P, 44,1 A" *(T). The result follows. [J

Corollary 4.17. Let f = f, € A(T) with k < dim f <r+ k — 1. Then
the map
Z ap(d)‘)UOp* = Z ap/\UOp*Qbao(O,p)v
peS(k,dim f) peS(k,dim f)

where the a, € Prir—dim f—1(f), defines an isomorphism

Prtk—dim 1 AT ITE(f) = PrAR(f).
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Proof. This is just the theorem applied to f rather than 7. [
From the unique representation
W= Z pAsop* Doo(0,0)
peX(k,dim f)
we obtain an extension operator
Efp PrAF(f) — PrART).

Namely, we write the coefficients a, in terms of the barycentric coordinates
on f, so the entire expression is in terms of these barycentric coordinates,
and so extends to the whole of R"™. We then obviously have

Trf(E]J?’Tw) =w, wePIARY).

Proposition 4.18. If w € P A¥(f), then TrF(E’J?’Tw) vanishes for each
face F opposite a vertex on f.

Proof. Let x; be a vertex of f and F the face opposite (on which \; = 0).
For each p € X(k,dim f), i is either in R(o o p*) or in R(c o (0,p)). In
the first case, Trp(Agop+) vanishes and in the latter, Trr(¢go(0,)) vanishes.
Thus each term in the expression for E]”?’Tw has vanishing trace on F. [

Corollary 4.19. Let f,g € A(T) with dimensions at least k. If f ¢ g,
then )
Trg(Efrw) =0, we Py A(f).

Proof. There exists a vertex of f which does not belong to g, and so g is
contained in the face opposite this vertex. ]

Proposition 4.20. Foreach f € A(T) withdim f > k, let wy € PrAR(f).

If
Z E’;wa =0,

FEA(T)
dim f>k

then each w; = 0.

Proof. 1f some wy does not vanish, there is a face g of minimal dimension
such that w, # 0, so that g does not contain any of the other faces f for
which wy # 0. Taking the trace of the sum on g and invoking the corollary,
we conclude that w, = 0, a contradiction. 0

We can now prove Theorem 4.15. We define
V(f) = EfrP; M),

for f with k < dim f < r + k. By the previous proposition, the sum of the
V(f) is direct, and we need only prove that it equals all of P A*(T). But
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we have already shown, in Theorem 4.14, that the dimensions of V(f) sum
to the dimension of P,” A¥(T'), and this completes the proof.

4.8. Geometrical decomposition of P,A*

In complete analogy with Theorem 4.15 above, we will establish a corre-
sponding geometrical decomposition for the spaces P, AF(T).

Theorem 4.21. Let k,7» > 1. Then
P.AR(T EB V(f
feA(T
where V(f) =0 if dim f < k or dlmfZT—i—kand
V() =Py aim fAT RS
otherwise.

As above, we start the construction by defining an isomorphism onto the
subspace of forms in P.A*(T) with vanishing trace, P,A*(T). Recall that
for p € Xo(n — k,n), p* € Xo(k — 1,n) is defined such that A,(d\),- €

ﬁn,kHAk(T). In the definition of the isomorphism below, we will also use
the representation (4.4) of any element P;” A (T).

Theorem 4.22. For 1 <k <n,r>n—k+ 1, the map

Z apdp — Z apAp(dN) o,

pEXo(n—k,n) pEXo(n—k,n)
where a, = a,(Ap0)s Ap(0)+15--+> ) € Pryk—n-1(T), defines an isomor-
phism of P, A""*(T) onto P.AF(T).

Proof. As Theorem 4.8 implies that dim P, A¥(T") < dim P
it is enough to show that the map is injective. However, if

> apr(d), =0,

pEXo(n—k,n)

r+k— nAn_k(T)’

and the coefficients a, are of the form given above, then we must have

D aph(dN), =0,
pEXp(n—k,n)
p(0)=0
since none of the other terms will have )y as factor. Furthermore, the set
{(dX),+}, where p is taken to be in Xo(n — k,n) with p(0) = 0, is a basis
for Alt" R™. Therefore, all a,, with p(0) = 0, are identically equal to zero.
A simple inductive argument on p(0) now implies that all a, are identically
equal to zero. This completes the proof. 0
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If we apply this result to a subsimplex f instead of T, we immediately
obtain the following.

Corollary 4.23. Let f = f, € A(T) with k < dim f <r+k — 1. Then
the map

Z ap¢oop = Z ap)\aop(d)\)oop*;
pEXo(dim f—k,dim f) pEXo(dim f—k,dim f)
where ay = ap(Agop(0)s Aa(p(0)+1)s -+ » Ao(dim ) € Prak—dim f-1(f), defines
an isomorphism of P;+k7dimfAd‘mf*k(f) onto P A*(f).
From the unique representation
Z ap)\O'Op(dA)O'Op*)
pEYo(dim f—k,dim f)

where a, = ap(Asop(0): Ao (p(0)+1): - - - » Ao(dim f)) € Prik—dim f—1(f), we ob-
tain an extension operator

E?,T : 757"Ak(f) - PrAk(T)a

which is analogous, but not identical, to the extension operator introduced
in Section 4.7. Furthermore, as above we can show that if f,g € A(T), with
dimensions at least k and f ¢ g, then

Trg(Ef pw) =0, we PARf).
We can therefore again conclude that the sum of
V(f) = EjePA(f), f € AT), dimf >k
is direct. Finally, it follows from Theorem 4.10 that

dim P, A*(T Z dim V (f

FEA(T)
dim f>k

Hence, Theorem 4.21 is established.

4.9. The canonical projection operators

In this subsection, we shall define projection operators Il from the spaces
COAF(T) of continuous differential forms on 7' onto the spaces P,.AF(T)
and P, A¥(T), and show the commutativity property dII = IId. By Theo-
rems 4.8 and 4.12, for 0 < k < n, r > 1, w € P.A¥(T) is uniquely determined
by the quantities

/f TrrwAn, 1€ P am AT (), FeA),
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and w € P, A¥(T) is uniquely determined by the quantities
/fTrfw AN N E Prk—aim AT, f e AT).

Hence, for w € A¥(T), we define the projection operators IT¥ mapping A¥(T')
to P.A*(T) and I1¥_ mapping A¥(T) to P;-A¥(T) by the relations

/le"f(W W) An =0, 1€P L gm AT, f e AD),

and
/T&"f(w I} w)An=0, nEPrirdaims 1A F(f),  feAD).
f

An easy consequence of the definitions is that the projection operators
commute with affine transformations. That is, if ® : 77 — T is an affine
map, then the following diagrams commute:

ART) 25 AR AR 25 ARTY)

n| n| n| n|
PAR(T) 25 PAMT)  PrART) 25 PoARTY).

This follows from the facts that the pullback by an affine isomorphism re-
spects the trace operation, wedge product, and integral, and that the P, A*
and P~ A spaces are affine-invariant.

We now show that these projection operators commute with d. More
specifically, we establish the following lemma.

Lemma 4.24. The following four diagrams commute:

I N
Hl Hl Hl Hl
PAMT) —L B ARU(T)  PART) L P AR(T)
AMT) L AT AT S AR
i n| n| n|

PrAR(T) -5 PoARNT)  PrART) L P ARTY(T).
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Proof. Let TT¥ denote the projection onto P, A¥(T). Then the first diagram
asserts that p := dwa — Hfflldw = 0. From Lemma 3.8, we know that

dlTkw — T dw € P AFHY(T). Thus p = 0 if

/fTrfu AN =0, 1€ P qm AU, FeAD)

But, by Stokes’ theorem and the fact that Tryd = d; Try, we get
/fTrdefw/\n:/fdfTer’,fw/\n
:(—1)k1/Ter,]?w/\df77+/ Tr*w A Try
f of
:(—1)k_1/Trfw/\dfn—|—/a Trw ATrn
! f

:/dfTrfw/\n:/Terfj%dw/\n.
f f

A similar argument is used to establish the other three identities. L]

5. Finite element differential forms and their cohomology

Throughout this section, we assume that €2 is a bounded polyhedral domain
in R™ which is partitioned into a finite set of n-simplices 7. These n-
simplices determine a simplicial decomposition of €2. That is, their union is
the closure of 2, and the intersection of any two is either empty or a common
subsimplex of each. Adopting the terminology of the two-dimensional case,
we will refer to 7 as a triangulation of 2. In this section we will define
two families of spaces of finite element differential forms with respect to the
triangulation 7, denoted P,A*(7) and P A*(7), which are subspaces of
the corresponding Sobolev space HAF(Q). In particular, we will show how
these finite element spaces lead to a number of finite element subcomplexes
of the de Rham complex.

5.1. Finite element differential forms

Interelement continuity

Recall that A;(T) denotes the set of all j-dimensional subsimplices of the
simplex T'. Furthermore, we let A;(7) be the set of all j-dimensional sub-
simplices generated by 7, i.e.,

A7) = | 4.
TeT
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It follows from Stokes’ theorem that if w € L2A*(Q) is piecewise smooth
with respect to the triangulation 7, then w € HAF(Q) if and only if Trw
is single-valued at all f € A,,_1(7). In other words, if 71,7> € 7 have the
common face f € A,,_1(7), then

Try fw = Trp, fw,

where Tr7 ¢ denotes the trace on f derived from w|r. However, if Try, fw =
Trr, rw, then clearly Trp, gw = Trp, gw for all g € Aj(f), k < j<n-—1
Hence, we have the following characterization of piecewise smooth functions
in HA*(Q).

Lemma 5.1. Let w € L?A%(Q) be piecewise smooth with respect to the
triangulation 7. The following statements are equivalent:

(1) w e HAK(Q),
(2) Trw is single-valued for all f € A,_1(7),
(3) Trw is single-valued for all f € Aj(7), k< j<n-—1.

Shape functions and degrees of freedom

For 7 > 1, the spaces P,.A*(T) and P A¥(7) are defined using the poly-
nomial spaces P, A¥(T) and P, A¥(T), respectively, as shape functions, and
enforcing just enough interelement continuity to ensure inclusion in HA*(Q).
That is, we define

PAM(T) = {we HA¥Q) |w|p e PAY, T € T},
PrAMNT) = {we HA*(Q) |w|r e PTAF, T e T}

Hence, all elements of these spaces have to satisfy the continuity require-
ments specified in Lemma 5.1.

Degrees of freedom for these spaces are easily determined from the case
of a single simplex treated in Section 4. For the space P.A*(T) we use

/Trfw/\y, VEPT__j_s_kAj*k(f), feA;(T), (5.1)
f

for kK < j < min(n,r + k — 1). By Lemma 5.1, the quantities in (5.1)
are well-defined for w € P.A¥(T). In view of Section 4.8, the quantities
corresponding to f C T determine w|r € P, A¥(T). Therefore, if we choose
any basis for the test spaces P__ y Jrk/\j ~k(f) and assign arbitrary values to
J 7 Tr ¢ wAv for basis elements v and for all f € A;(7), we determine a unique
piecewise polynomial w. Moreover, if ' € A,,_1(T), then Trpw € P.A*(F)
and so is determined by the quantities in (5.1) corresponding to f C F.
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Table 5.1. Correspondences between finite element differential forms and
the classical finite element spaces for n = 2.

k| AF(Q)  Classical finite element space

0 P.A°(T) Lagrange elements of degree < r

1 | P.AY7T) Brezzi-Douglas-Marini H(div) elements of degree < r
2 P.A?(T) discontinuous elements of degree < r

0 | P-A°7) Lagrange elements of degree < r

1 | PoAYT) Raviart-Thomas H(div) elements of order r — 1

2 | P7A*(T) discontinuous elements of degree < r — 1

Table 5.2. Correspondences between finite element differential forms and
the classical finite element spaces for n = 3.

k| AF(Q)  Classical finite element space

0 P.A°(T) Lagrange elements of degree < r

1 | P.AY7) Nédélec 2nd-kind H (curl) elements of degree < r
2 P,.A%(T) Nédélec 2nd-kind H(div) elements of degree < r
3 P.A3(T) discontinuous elements of degree < r

0 | P-A%7) Lagrange elements of degree < r

1 | PoAYT) Nédélec 1st-kind H (curl) elements of order r — 1
2 | PoA*(T) Nédélec 1st-kind H(div) elements of order r — 1

3 | PoA3(7T) discontinuous elements of degree < r — 1

Thus Trrpw is single-valued and so w € HAF(Q).
we have a set of degrees of freedom P,.A¥(7) (and so this is truly a finite
element space).

Analogously, the degrees of freedom for the space P;"A¥(7) are given by

/ TrpwAv, vePjaNTH), [ e AT,
f

for k < j <min(n,r +k —1).

This establishes that
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In two and three dimensions we may use proxy fields to identify these
spaces of finite element differential forms with finite element spaces of scalar
and vector functions. In Tables 5.1 and 5.2, we summarize the correspon-
dences between spaces of finite element differential forms and classical finite
element spaces: the Lagrange elements (Ciarlet 1978); the Raviart—-Thomas
elements introduced in two dimensions by Raviart and Thomas (1977) and
generalized to three dimensions by Nédélec (1980); the Brezzi-Douglas—
Marini elements introduced by Brezzi, Douglas and Marini (1985) and
generalized to three dimensions by Nédélec (1986) and Brezzi, Douglas,
Duran and Fortin (1987); and the spaces of discontinuous elements of
degree r, i.e., all piecewise polynomials of degree no greater than r.

5.2. The canonical projections

In Section 4.9, we defined for each simplex 7' a projection Iy : COA*(T) —
P, A*(T). We can then define IT = II7 : COA*(Q) — P, A¥(T) by

(Izw)|r = Ir(w|r).

(Note that the degrees of freedom used to determine Il ensure that the
traces of Il7w on faces are single-valued.) Equivalently, IIrw is determined
by the equations

/TerTw/\V:/Trfw/\l/, Vepf_j_,_k/\j_k(f)a fen(T),
f !

for £k < j < min(n,r + k — 1). Of course, an analogous operator II =
I : COA¥(Q)) — P A*(T) is defined similarly. From Lemma 4.24, we get
commutativity of the projections with the exterior derivative.

Theorem 5.2. The following four diagrams commute:

AFQ) L ARFY(Q) AFQ) -4 ARYQ)

) 1) 1) 1)

PART) -5 P ARFY(T)  PAR(T) -5 PrAML(T)

AFQ) -5 AR AFQ) -5 ARLQ)

n| n| n| n|
PART) -5 PoARY(T)  PoART) -5 P ARFL(T).
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5.8. Error estimates

Now we consider error bounds for ||w—Iw||. To this end we need to consider
not just a single triangulation 7 but a family of triangulations 7 of (2
indexed by the discretization parameter

h = maxdiamT.
TeT),

We assume that the discretization parameter runs over a set of positive
values bounded by some hpax and accumulating at zero.

In order to obtain error estimates, we will assume that there exists a
constant Chesh > 0, called the mesh regularity constant, for which

‘h‘n S Cmesh|T’7 T e IZ;LJ (53)

where |T'| denotes the volume of the simplex 7. This assumption has two
consequences. First, it enforces the shape regularity of the triangulation
family, meaning that each simplex is Lipschitz diffeomorphic to a ball with
uniform bounds on the Lipschitz constants of the diffeomorphism and its
inverse. Second it implies that the family {73} is quasi-uniform in the
sense that ratio of diameters of elements in 7, are bounded uniformly in h.
The quasi-uniformity property is too restrictive for many applications, and
often it can be avoided by more sophisticated analysis, using, instead of
(5.3), the weaker assumption |diam7|" < C|T'|. However, here we shall
assume quasi-uniformity in order to avoid some technical difficulties, and
so use (5.3).

We now state bounds for the error in the canonical projection of a differ-
ential form, in terms of the W;Ak(Q) seminorm of the form and a power of
the mesh parameter h.

Theorem 5.3. Denote by II;, the canonical projection of A*(Q) onto ei-
ther P,A*(T,) or P, A¥(Ty). Let 1 <p < ocoand (n—k)/p<s<r+1.
Then II;, extends boundedly to W;Ak(Q), and there exists a constant c
independent of h, such that

lo = Ml poar(o) < Ch°wlwsar(), @ € WyAK(Q).

Proof. We shall show the result element by element. That is, we shall show
that IIp extends boundedly to W;Ak (T') and

lw — HTWHLPA’“(T) < ChSWW;Ak(T)a w e Ak<T)7 (5.4)

for each element T € Tj, with the constant independent of T" and h.

Since s > (n — k)/p, the Sobolev embedding theorem implies that w €
W, (T) admits traces on subsimplices of dimension k& and so the operator
M7 is bounded on W (T') with the bound

(I = I )wl| zoan(ry < cllwllwsar(r),
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)

Figure 5.1. Scaling of a simplex
by dilation and translation.

for some constant ¢ (which may depend on T'). But I — Il annihilates
polynomial forms of degree r or less, and s < r + 1, and so the Bramble—
Hilbert lemma (Brenner and Scott 2002, Lemma 4.3.8) implies that

1 = )l ey < eT)|wlwrgarcry. (5.5)

where now the Sobolev seminorm appears on the right-hand side. We choose
¢(T') to be the least constant ¢ for which (5.5) holds. Then ¢(T') is a contin-
uous function of T, or, more precisely, of its vertices, which belong to the
open set

{(zo,...,2p) € (RM)" | detlw) — xo, ..., 2n — x0] £ 0}

To get from (5.5) to (5.4) we use scaling. Let z¢ denote the first vertex
of T, and define ®(x) = (x — x¢)/h, an invertible affine map depending on

T and h which maps T to T := ®(T) (see Figure 5.1). For w € WsAR(T),
define © = ® 1w € W;Ak(T). It is easy to check that IL;@ = &~ 1*(IIyw)
and so that

1T = T3 ey = 7T = Tl pone ey
= hs—i—k—n/p’w‘

|(IJ]W§A;€( W AK(T)-
Therefore
I =)ol onnry = B2 = T)@l ey
L
= c(T)W°||(I = Tp)wl| ok 7y,
whence

o(T) = e(T)he. (5.6)
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But the mesh regularity assumption implies that there exist positive con-
stants K1 and K5 depending only on Ciesn such that

diamT < Ki, |T|> K.

Together with the fact that T has a vertex at the origin, these conditions
confine the vertices to a compact set, and so there is a constant C', indepen-
dent of T € Tj, and h so that ¢(7)) < C. Combining with (5.5) and (5.6),
we obtain (5.4) and hence the theorem. O

Remark. This proof uses the standard elements of localization, Sobolev
embedding, the Bramble—Hilbert lemma, and scaling, but is a little unusual
in that we scale by dilation and translation only, and thus we get a family
of scaled elements T, which is, in an appropriate sense, compact. The more
standard proof uses affine scaling to a fixed reference element and so avoids
the compactness argument. We have chosen to use dilation and compact-
ness here, because we will use the same technique again when bounding
smoothed projections.

5.4. Projections and smoothing

The estimates just obtained for the canonical projections are not sufficient
for our needs. For example, they do not furnish bounds for the projection
into P,A'(7) in terms of the H'-norm in three dimensions (s = 1, p = 2,
k =1, n = 3 is not allowed). They provide no estimate in terms of any
p = 2 based Sobolev norm for the projection into P;A%(7;,) (i.e., the nodal
interpolant) in more than three dimensions.

The difficulty with the canonical projection is that, owing to its depen-
dence on traces on subsimplices, it is not bounded on spaces with insufficient
smoothness. This same problem shows up in that it is not easy to use the
canonical projections in a cochain projection from a version of the de Rham
sequence onto a discrete subcomplex. If the spaces in the de Rham sequence
are smooth enough that the projection operators are bounded on them, they
are generally too smooth to include the finite element spaces.

In finite element theory, the Clément interpolant (Clément 1975) is often
invoked to overcome problems of this sort. In our situation, the Clément
interpolant would be defined by assigning to a given form in w € LZAF(Q)
a finite element differential form IT,w specified by the degrees of freedom in
the finite element space. For a degree of freedom associated with a subsim-
plex f, the Clément interpolant takes the value of this degree of freedom
not from w, but rather from the L?-projection of w into the space of poly-
nomials forms of degree r on the union of the simplices in Ty, containing f.
This construction yields an operator which is bounded on L? and satisfies
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optimal order error bounds:
lw = Tl opn () < ch®||wllwsar@)y, 0<s<r+1.

However, IIj, is not a projection (it does not leave the finite element subspace
fixed), and it does not commute with the exterior derivative. And so it, too,
is not sufficient for our purposes.

To overcome these difficulties, in this subsection we will construct an al-
ternative set of projection operators II;, which are bounded from L2Ak(Q)
to the finite element space. The approach we take is highly influenced by
recent work by Schéberl (2005) and Christiansen (2005), partially unpub-
lished. Briefly, to project a form w we will first extend it to a slightly larger
domain and then regularize. Regularization commutes with exterior differ-
entiation, and the extension is chosen so that it commutes with exterior
differentiation as well. Next we use the canonical projection to project the
regularized form into the subspace. This procedure gives an operator which
is bounded on L? and which commutes with the exterior derivative, but
which is not a projection. We remedy this by multiplying by the inverse
of the operator restricted to the subspace (which can be shown to exist).
The resulting operator still commutes with exterior differentiation, is still
bounded on L?, and is a projection. From the last two properties, we easily
obtain optimal error estimates.

The extension operator
Since we will make use of a smoothing operator defined by convolution
with a mollifier function, we will need to extend functions in HAF(Q) to a
fixed larger domain Q where the closure of Q, 0 is contained in Q. Let the
extended domain be of the form Q = QU Q,, where QN Q, = 0. Following
Schoberl (2005), we utilize the compactness of the boundary 0€2 to construct
the outer neighbourhood €2,, a corresponding interior neighbourhood of 0f2,
Q; C Q, and a Lipschitz continuous bijection ¥ : Q, U 9Q — Q; U 91, with
the additional properties that ¥(xz) = = on 0.

Using the mapping ¥, we define an extension operator E : HAF(Q) —
HA*(Q) by

(Bw)y = (T'w)y, € Q.

This operator clearly maps LZAF(Q) boundedly into ~LQA]“(Q), and since
do ¥* = U* o d, we obtain that E € L(HA*(Q), HA*(Q)).

The smoothing operator

As in Christiansen (2005), we will perform a construction where we com-
bine the canonical projections introduced above with a standard smoothing
operator defined by convolution with an approximate Dirac delta function.
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For parameters € > 0, we will employ smoothing operators R, : LQAk(Q) —

AF(Q) of the form
Rew = (pe * Ew)|q.

Here * denotes the convolution product, and the mollifier function p, is of
the form pc(x) = e "p(z/€), where p : R" — R is C*°, is nonnegative with
compact support, and with integral equal to 1. Note that for € sufficiently
small, the operator R, : L2A*(Q) — A¥(Q) is well-defined, and we have the
commutativity property dR. = Rd.

The smoothing parameter has to be related to the triangulation 7;. In
fact, for more general triangulations than we allow here, it seems that an
xz-dependent smoothing parameter is required. We refer to Christiansen
(2005) for such a discussion. However, since we assume that the triangu-
lation is quasi-uniform (see (5.3)), we can choose the smoothing parameter
proportional to the mesh parameter h. Hence, our construction will use the
smoothing operator R, where ¢ > 0 will be chosen independently of the
triangulation 75,. We will take e sufficiently small that:

o for x € , the ball of radius ehmax about x is contained in QU Q,;

e for each h, if x € T for some T € 7Tj,, then the ball of radius eh about
x is contained in the union of the simplices in 75 which intersect T'.

Uniform bounds
Now we let A} denote either P,A¥(7;,) or P, A¥(7},) and denote by I the
canonical interpolation operator onto AZ.

Since we have restricted to e sufficiently small, Ry, maps LZA¥() into
CA®(Q) for all h. Then the map II,Re, : L2AK(Q) — AF is certainly
bounded. The following lemma, as we shall prove below via a scaling argu-
ment, states that the bound is uniform in A (but not in ).

Lemma 5.4. For e sufficiently small as above, there exists a constant c(e)
such that the operator norm satisfies

1Tk Ren | 22k (0),220% () < c(€),
for all h.

The restriction Iy Rep| Ak MAps AIfL into itself. The following lemma, which

we shall also prove below using scaling, states that it converges to the iden-
tity as € — 0, uniformly in h. Lemma 5.5 uses the notation || - ”E(A’ﬁ Ak) tO

denote the L?-operator norm of an operator AZ — AZ.
Lemma 5.5. There exists a constant ¢, independent of A and €, such that

11 = T Ren| ok [l oak aky < ce.
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In view of this lemma, we can choose € sufficiently small that
I = T Ren| pn [l £ ar amy < 1/2 (5.7)

for all h. It follows that IIjR| Ak is invertible and that its inverse Jj :
Aﬁ — Aﬁ satisfies
TRl 2 eak aky < 2. (5.8)

The smoothed projections
Combining these results, we can easily complete the construction of the

smoothed projections. We fix e sufficiently small as above and also so that
(5.7) holds. Then, for this fixed €, we set

1T, = J{I, Rep,.
This operator has all the properties we need.

Theorem 5.6. The smoothed projection IIj, is a projection of LZA*(Q)
onto AZ which commutes with the exterior derivative and satisfies

|w— Mo < ch®||wlls, we HAFQ), 0<s<r+1.
Moreover, for all w € L2A*(Q), Ilw — w in L? as h — 0.

Proof. By construction, IIj, is a bounded linear operator from L2A*(Q) to
AfL which commutes with d, so we need only establish the error bounds.
Using Lemma 5.4 and (5.8), we have that I}, is uniformly bounded in
C(LzAk(Q), LzAk(Q)). Thus from the projection property we have

lo = Tpe]| = inf (I =) (w = p)|| < ¢ inf flw = ul < ch®|w]ls,
pEAF pEAE
where the last inequality can be proved, e.g., by using the Clément inter-

polant. The final pointwise estimate follows from the estimate for s = 1
and the fact that H'A*(Q) is dense in LZAF(€Q). 0l

Proofs of the uniform bounds

We now turn to the proofs of Lemmas 5.4 and 5.5. As in the proof of
Theorem 5.3, we use localization, scaling and compactness, but the situation
is complicated by the fact that the smoothing operator is not entirely local:
the restriction of Repw to a simplex T is not determined by w|p. However,

since we have assumed that € is sufficiently small, (Repw)|r is determined
by w|rx, where T* = | J 7;,(T) and

T(T)={T €T, | T'NT#0}
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Figure 5.2. Macro-element of an element T":
the triangulation is 73, (T), the triangulated
region is T, and the shaded simplex is 7.

is the macro-element in 7j, determined by 7" (see Figure 5.2). We shall write
AF(T) and AF(T*) for the space of restrictions of elements of A¥ to T or
T*. The former is just the polynomial space P,A*(T) or P A*(T), while
the latter is equal to either P, A¥(7;,(T)) or P~ A*(7;,(T)). Now the shape
regularity property implies bounded overlap of the T™*, so

Z |l g5 k() < ellwll s ar -
TETh

Therefore, to prove Lemma 5.4, it suffices to show that

17 Renll 22k (7o), 20k (1)) < c(€)

with ¢(e) uniform over T' € 7;, and over h. (There are some small modifica-
tions needed for the simplices T intersecting 0f2.) Similarly, for Lemma 5.5
it is sufficient to show that

1 =T Renll oAk (0) Ak (1)) < Cés

uniformly over T' € 7;, and over h. To prove these we shall employ scaling.

Let ®(z) = (x — x9)/h, where xg is the first vertex of 7. Thus ® maps T'
onto a simplex 7' with a vertex at the origin and diameter bounded above
and below by positive constants depending only on C\een. It also maps T
onto T* := ®7(T*) (see Figure 5.3). Then ®* 'I1,®* : A¥(T) — AF(T)
is just the canonical projection II; onto the polynomial space AQ(T), and
PR, ®* : L2AF(T*) — AZ(T) is just the smoothing operator R, (because
of our choice of regularization parameter eh, proportional to k). Thus we
find that

ML Rell o2 pk (7o), z2an (y) = M Renll o(p2ar ey, L2arr))
and

1 =T Rell ot oy, ak i)y = = Tz Renll o ak o) a8 (1))-
Thus we must show that, for fixed e,

Mg Rell o2 pn (o, Loak iy < €(€), (5.9)
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Figure 5.3. Scaling of a simplex
and its macro-element.

uniformly over T € 75, and over h, and that
||I — HTR€H£(A§(T*),AQ(T)) S Ce, (510)

uniformly over T' € 73, h, and e.

For such T and h, the configuration of simplices in T* varies over a com-
pact set, and hence it is sufficient to show (5.9) for any single simplex T’
with a macro-element neighbourhood T*. But this is evident: R, is bounded
L2AR(T*) — CAF(T) (though not uniformly in €) and II; is bounded
CA*(T) — AF(T). This proves (5.9) and hence Lemma 5.4.

Finally, to prove (5.10), and hence Lemma 5.5, we will derive (5.10) from
a more general bound. We will show that there is a constant ¢, independent
of €, such that

104~ Rwllpapnry Sce S Iwlwam (5.11)
T'eT(T)

for all w € HA*(T*) such that w|p € H'A¥(T') for T' € T(T). Here
T(T) denotes the set of n simplices which defines 7*. In fact, (5.11) will
immediately imply (5.10) since I1;w = w and

Z Hw‘|W§O(T’) < CHWHL2AI@(T*)
T'eT(T)

for any w € Ai(T*)

In order to establish (5.11), recall that the space AF(T) is either of the

form P.AF(T) or P-A¥(T), for a suitable » > 1. As a consequence of the
degrees of freedom for these spaces, given by Theorems 4.10 and 4.14, to
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prove (5.11) it is enough to show that for a given f € A(T), with dim f > k,
and 1 € AYmS=E(f) we have

’/(I —R)w A n‘ <ce > wllw (5.12)

! T eT (1)
for all w € HAF(T*) such that w|pr € WLAR(T') for T € T(T). Here the
constant c is independent of € and w, but it is allowed to depend on the test
function 7. Recall that the integration operator [ 7 is to be interpreted as

the evaluation operator at the point f when dim f = 0. X
To show this bound assume first that dim f > 0 and that w € HA*(T*) N

WLAKT"), T' € T(T). We will decompose the f into f. and f\ f., where
fe=A{z € f|dist(z,0f) > Ce}.

Here the constant C' > 0 is chosen such that, for any point z € fe, the

ball of radius e with centre at x will only intersect the elements of 7(T")

which have f as a subsimplex. A consequence of this construction is that,

if v € fc and vq,v2, ..., v, are unit tangent vectors to f, then wy(vi,...,vx)
is continuous for |z — y| < €, and

wa (V1. 0k) = wylvr, ) <6 D> wllw -
TeT(T)

However, this implies that

[ rgwni e 3 el

T'eT(T)

where the constant c is independent of € and w. Finally, it is straightforward
to see that

‘/ (I—Re)w/\n‘g‘/ ”MM Re“”‘g“”w”LWM@*)-
e f\fe e

Hence we have verified the bound (5.12) when dim f > 0. If dim f = 0, the
bound (5.12) still holds by a simple modification of the proof.

5.5. Discrete de Rham complexes

As in Section 3.5, the spaces P, AF(7},) and P,;-A¥(7},) lead to a collection of
discrete de Rham complexes, essentially 2”1 for each polynomial degree.
To this end, we observe that

AP, A*(T;,) € P AMYH(T,) € P ARTL(T),

and
AP A (T,) € P AMTY(T) € P AMTY(T).
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This leads to discrete complexes of the form

0-A LAl L oA, (5.13)
where for each map of the form Ai 4, AQH, we can substitute one of the
four choices

PANT) S P AT, PANT) S P AT,
PrANT) S PENTYT,),  PrAR(T) S P AT,

Each complex so obtained is a subcomplex of the L? de Rham complex
(2.6). Making use of the smoothed projections, we obtain in each case a
commuting diagram:

0—HAYQ) -L HAY Q) -5 0 L HAMQ) =0

L Jie
(U 4 ... 2

A}L — - — A} =0
Thus the projections give a cochain projection from the de Rham sequence
to the discrete de Rham sequence, and so induce a surjection on cohomology.
In fact as we shall now prove, following Christiansen (2005), this is in each
case an isomorphism on cohomology.
The simplest finite element de Rham complex is the complex of Whitney
forms,

0— PyANT) S PrAY T S - S Py AT, — 0. (5.14)

That the cohomology of this complex is isomorphic with the de Rham co-
homology is a known, but deep result. It follows from de Rham’s theorem,
since the cohomology of the complex of Whitney forms is equal to the sim-
plicial cohomology associated with the triangulation 7, and de Rham’s the-
orem states that this simplicial cohomology is isomorphic to the de Rham
cohomology.

Considering the Whitney forms complex (5.14) as a subcomplex of (5.13),
the canonical projections Il define cochain projections. Note that the IIj
are defined on the finite element spaces A¥, because all of the trace moments
they require are single-valued on AZ. From the commuting diagram

N S Y VN

[m [m [
0—PrAYT) —5 PrANT) -5 - =5 PIAYT) =0,

we conclude that the cohomology of the top row, which we have already seen
to be an image of the de Rham cohomology, maps onto the cohomology of
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the bottom row, which is isomorphic to the de Rham cohomology. Hence
the dimension of all the corresponding cohomology groups are equal and
both cochain projections induce an isomorphism on cohomology.

5.6. Discrete Hodge decompositions and discrete Poincaré inequality

We close this section with the discrete analogue of the Hodge decomposition
and of Poincaré’s inequality.

Discrete Hodge decomposition and discrete harmonic functions
Let

F={weA|dw=0}, BF=dAF™",

denote the spaces of finite element cycles and boundaries. We have ‘Bﬁ C 3’,?;
SO BfLJ‘ C %ﬁl, where the orthogonal complements are taken within the
space A’fL with respect to the L2AF-norm (or the HAF-norm, which gives
the same result). The orthogonal complement of 3ﬁL inside SB;‘;L is

of =B N3k ={we Al |dw=0, (w,dr)=0Vre A1},

the space of discrete harmonic forms. We have seen above that this space
has the dimension of the kth de Rham cohomology space, which is the kth
Betti number of the domain. We note that ‘Bﬁ C B and 32 C 3% but 3’le
is not generally contained in 3% and ﬁfi is not generally contained in $*.

The discrete Hodge decomposition is a simple consequence of the defini-
tions:

AL = Bf @Byt = Bf @ 9; @ 3
We now make some important observations about discrete harmonic forms.

The following theorem shows that they can be computed as the elements of
the null space of a finite element matrix.

Theorem 5.7. Consider the homogeneous linear system: find (o, up) €
A’,z_l X Afl such that

<0h7T> = <d7_7 Uh>, TE Aiil,
(dop,v) + (dup,dv) =0, v e Af.

Then (op, up) is a solution if and only if o, = 0 and uy, € 57)2.

Proof. Clearly (0,up) is a solution if u; € .‘7)2. On the other hand, if
(on,up) is a solution, by taking 7 = op, v = up, and combining the two
equations, we find that ||o;||? + ||dus||> = 0, so that o, = 0 and duy, = 0.
Then the first equation implies that (d7,up) = 0 for all T € Azfl, so indeed
up, € f_)i O
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We know that the space of discrete harmonic k-forms has the same di-
mension as the space of harmonic k-forms. In the next theorem we show
that the discrete harmonic forms also provide good approximation of the
harmonic forms. We shall use the smoothed projection operator II;, but,
as can be seen from the proof, any projection operator which commutes
with d could be used instead.

Theorem 5.8. Let o € H*. Then there exists op € 53’,2 such that
lo = on| < |lo — o] (5.15)
Proof. First we show that there exists a unique (op, up) € AZ X ‘B]fL'H such

that
(op,7) —(dT,up) = (0,7), TE AF,

5.16
(dop,v) =0, v e BT (5.16)

This is a finite-dimensional linear system, so we just need to show that if
(oh,up) is a solution when o = 0, then o, = 0 and uj, = 0. Choosing 7 = o3,
and v = uyp, we get that o, = 0, and then that (dr,up) = 0 for all 7 € Aﬁ,
i.e., up € ‘ngﬂ)l. Thus up, = 0.

Next we show that for the solution of (5.16), o, € $5. The second
equation immediately gives doy, = 0, .e., oy € 32. Taking T =dp, p € Ai_l,
we get

(on,dp) = (0,dp) =0, pe A},

where the last equation holds because o is harmonic. Thus o, € B, i.e.,
oy € ﬁz
Finally, we have from the first equation in (5.16) that

<0’ — O’h,ﬁhO' —O’h> = <d<0h —ﬁhU),uh> = O,

since doy, = 0 and dIl,o = [I;do = 0. The inequality (5.15) follows imme-
diately. 0

It is also the case, as we show below, that a discrete harmonic k-form can
be approximated well by a harmonic k-form.

Lemma 5.9. Let p € .‘7)’2 be a discrete harmonic k-form. There exists a
r € $H¥ such that ||r|| < ||p|| and

lp —rll < (1 = 10

Proof. We define r = p—do, where do € B* is the L2-projection of p onto
BE e,
(do,dr) = (p,d7), TE€ HAkil(Q).

Note that 7 € 3¥ since both p and do belong to this space. On the other
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hand, the definition of ¢ implies that
(r,dry =0, 1€ HA1(Q).

Hence, r € 3¥ N B*L = §*. Furthermore, the bound ||r|| = ||p — do|| < |||
is a consequence of the fact that do is the L?-projection of p. Finally, to
derive the error bound, observe that, since p € YJZ, we have

k—1
(r—p,dr) = —(p,dr) =0, T€A .

Therefore,
Ir = pll* = {r = p,do) = (r = p,d(I —TI))o)
< |lr = plI(I = p)dol|| = [Ir = pllIl(1 = IIn)rl,
which gives the desired bound for ||r — p||. O

The following approximation result, relating forms in SIfLL to forms in
3kL . will also prove useful.

Lemma 5.10. Ifu e BIle and w € 3%+ satisfies dw = du, then
lu = w]| < [lw - Thw].
Proof. Since w € 3*t, there exists z € BF 1 guch that w = 6z, i.e.,
(w,v) = (dv, 2), ve HA¥Q).
Similarly, since u € 3’;}, there exists zj € ‘Bﬁ“ such that
(u,v) = (dv, z,), v €A}
Hence,
(w—u,v) = (dv, z — z3,), veAF.
Choosing v = ,w — u and noting that dv = 0, we get
lw —ul* = (w —u,w — Tpw) < flw — ul||w — Myw|.
The result follows immediately. ]
A discrete Poincaré inequality
Using Lemma 5.10, we prove the analogue of (2.17).

Theorem 5.11. There is a positive constant ¢, independent of A, such
that
lwll < eldwll, w e 35"
Proof. Define 1 € 3*- ¢ HA*(Q) by dn = dw (so n is the L2-projection of
w into 3*4). By (2.17),
Il < clldw.
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Hence, it is enough to show that [w|| < ¢[[n||. But this follows immediately
from Lemma 5.10 and the boundedness of II,,. O

6. Differential forms with values in a vector space

In Section 11 at the end of this paper, in which we study discretizations
of the equations of elasticity, we will need to use differential forms with
values in a vector space. We introduce the necessary ideas here, which are
straightforward extensions of the material in Section 2. Federer (1969) is
one reference for this material. At the end of this section, we consider a
particular operator acting on vector- and bivector-valued algebraic forms,
and establish some properties which will be needed later.

Let V and W be finite-dimensional vector spaces. We then define the
space AltF(V; W) of alternating k-linear forms on V with values in W.

This is a vector space of dimension (dir}; V) dim W. There is a natural iden-

tification of (Alt* V) @ W with Alt*(V; W) given by
(w@w)(vr,...,05) =w(,..., 0w, weAltFV, weW, vy,...,v € V.
For k = 0 and 1, we have Alt°(V; W) = W and Alt'(V; W) = L(V, W), the

space of linear operators from V' — W. Most of the definitions of Section 2.1
carry over without difficulty. For some we require an inner product on W,
which we shall assume is given (and denoted with a dot). For example,
the exterior product maps Alt/(V; W) x Alth(V; W) — Alt/+k V' (the range
space is scalar-valued). It is defined by the analogue of (2.1)

(w A 77)(7117 o 7Uj+k)
= (sign o)w(Vs(1)s - - Vo)) * MVo(i1)s - - > Vo(j4k))s Vi €V,

where the sum is again over all permutations o of {1,...,j + k}, for which
o(l)<o(2) <---o(j)and o(j +1) < o(j+2) <---0(j + k). Assuming
that V also has an inner product, we get an inner product on Altk(V; W)
in analogy with (2.2):

(w,n) = watys -1 Vo) - NVe(1)s - Vo), wyn € ARF(VS ),

where the sum is over increasing sequences o : {1,...,k} — {1,...,n} and
V1, ..., Vs is any orthonormal basis. Assuming also an orientation on V', the
Hodge star operation is again defined by

WA= (xw, pvol, we AltF(V; W), pe A" F(V; Ww).

Both sides of this equation are elements of the 1-dimensional space Alt" V'
of real-valued n-forms on V.
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For a manifold , we define the space A*(Q; W) of differential k-forms
with values in W in the obvious way, i.e., as forms w on §2, such that at
each point z € Q, w,; € Altk(TxQ; W). By taking the tensor product of the
de Rham complex with W, we get the vector-valued de Rham complex

0— A W) LAY QW) S LA W) = 0. (6.1)

Here d represents the W-valued exterior derivative d ® idy where d is the
ordinary exterior derivative. The cohomology is just the tensor product of
the ordinary de Rham cohomology with W.

When 2 is an open subset of R™ (the only case we require), we can write
an arbitrary element of A¥(Q; W) as 3 agdTs(1) A -+ A dTsq) with the ag
functions from Q — W. In Section 11 we will use two different vector
spaces W, namely V' = R" (to be thought of as the tangent space to () at
any point; we use the linear structure and the Euclidean inner product on
V but our approach is basis independent) and V' AV, the space of bivectors,
defined in Section 2.1 and identifiable with the space of skew-symmetric
linear operators on V.

In treating the equations of elasticity on a domain 2 C R™, we shall
represent the stress as an element o € Alt"~1(Q; V). This is natural, because
the stress is a quantity that, when integrated over surfaces (submanifolds
of dimension n — 1), gives the force vector (or covector — in view of the
inner product, we will not draw this distinction). Let us relate this to the
usual definition of the stress, a second-order tensor (or matrix) defined at
each point z € ), which, when multiplied by the normal vector to a surface
passing through the point, yields the surface force density acting on the
surface. The tensor of course represents an element of £(V, V) = Alt'(V; V).
That operator is simply xo,.

To close this section, we consider the operator S = S : AltF (V;V) —
AltFTH(V; V A V), defined by

k+1

(Sw) (1, vp1) = D (=1 v Aw(vr, .. D5, Uk,
j=1
Vl,...,Vpt1 €V, (62)

for V' an inner product space of dimension n. Of particular importance for
our work in elasticity are the cases k =n — 1 and k = n — 2. The operator
Sp_1: A"H(V; V) — A™(V;V A V), in particular, is a familiar operator in
disguise. This is revealed by composing with the Hodge star isomorphism
on both sides.

Proposition 6.1. The composition
ANV V) 5 AL (V3 V) S ARV V AV) S ARV V ATY)
is equal to (—1)"2skw.
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Proof. Let v,w € V, and view v ®w as an element of Alt!(V; V). We shall
show that xS (x(v®w)) = (—1)"vAw. Since such elements span Alt'(V; V),
this gives the result. The calculation is straightforward. Let ey, ..., e, be a
positively oriented orthonormal basis for V. Then

*S(x(v @w)) = S(*(v@w))(er,...,en)

— Z(_l)jJrlej A (*(’U ® w))(eh .. ,éj, ceey €n)

where we have substituted w for ) (w; - e;)e; in the last step. O

Finally we consider the operator S; for K = n — 2. In this case the
dimensions of the domain and range coincide:
n

2

In fact, the operator is an isomorphism. To prove this, we first establish
two lemmas.

dim Alt"2(V; V) = < )n = dim A" Y (V; V A V).

Lemma 6.2. Let eq,...,e, be a positively oriented orthonormal basis of
V, and let w € Alt"2(V; V). Then

n
(Sp—ow)(€1,...,Eiy... n) = (—I)H_l Zej A (xw)(ei,e), i=1,...,n.
7=1

Proof. 1t suffices to prove the case i = n, since we may always reorder the
basis elements (possibly changing orientation). Then, from the definition of
Sn727

n—1

(Snfgw)(el, .. ,enfl) = Z(*l)j—i_lej A w(el, ce éj, e €n,1)

j=1
n—1 ' .
= Y ()T (=1)" ey A (e, en)
j=1
n
= (=1)"*! Z ej N\ *w(en,e;),

J=1

where we have used the fact that xw(ey, e,) = 0. U
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Lemma 6.3. Suppose p € Alt?(V; V) satisfies

n

ZejAu(ei,ej)zo, i=1,...,n,
j=1

for some orthonormal basis ey, ..., e, of V. Then pu = 0.
Proof. 'We may expand p(e;, e;) = > p_; fijkex, for some coefficients p;jx, €
R satisfying

Wijk = —Hjik- (6.3)

Now
n

0= Z Hijkej N ex = Z(Mz’jk = Mikj)ej N ek,
jik=1 i<k

whence we conclude
Hijk = Jikj- (6.4)
But (6.3) and (6.4) imply that p vanishes:
Wijk = —Hjik = —Mjki = Hkji = Pkij = —Hikj = —ijk- O
Theorem 6.4. The operator S,_ : Alt" 2(V,V) — A" 1 (V,V A V) is
an isomorphism.

Proof. 1f Sp,_sw = 0, then Lemmas 6.2 and 6.3 imply that xw vanishes, so
w vanishes. Then S, _o is injective, and since its domain and range have
equal dimension, it is an isomorphism. ]
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PART TWO
Applications to discretization
of differential equations

7. The Hodge Laplacian

In this section, we consider the discretization of boundary value problems
associated to the Hodge Laplacian, dd+dd, by mixed finite element methods.
After first obtaining a mixed variational formulation of these boundary value
problems, we then translate to the language of partial differential equations
in the case when n = 3. The aim here is to show that these formulations in
this general setting include many of the problems important in applications.
The first main result of the section is to establish the well-posedness of the
mixed formulation. We then turn to finite element discretization using the
finite element spaces developed in Part 1 of the paper. Using the tools
developed for these spaces, we are easily able to establish stability of the
mixed finite element approximation. By standard finite element theory, this
gives a quasi-optimal error estimate for the variables being approximated.
It is well known, however, that since this estimate couples together all the
variables being approximated, it does not always give the best result for the
approximation of each variable separately, and these more refined results
are needed in some applications, and in particular for the approximation
of the eigenvalue problem associated to the Hodge Laplacian. Hence, we
end the section with a detailed error analysis of these mixed finite element
methods.

7.1. Mized formulation of the Hodge Laplacian

Let Q be a domain in R” and 0 < k < n an integer. Given f € L?A*(Q),
define J : HAF=1(Q) x HA*(Q) x $* — R by

T(r,0,0) = 5(7,7) = (d7,0) = 3 {dv, dv) = {0,0) + {1, 0).
Then a critical point (o, u, p) € HAF1(Q)x HA*(Q)x $* of J is determined
by the equations
(o,7) = (d7,u), Te HAF1(Q),
(do,v) + (du,dv) + (v, p) = (f,v), v e HA¥(Q), (7.1)
(u,q) =0, q e n”.

In this formulation, p is a Lagrange multiplier corresponding to the con-
straint given by the third equation of (7.1). However, even if p is eliminated
by incorporating this constraint into the space HA¥(€2), the critical point
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would still be a saddle point — a minimizer with respect to ¢ and a max-
imizer with respect to u — and could not generally be obtained from a
constrained minimization problem for ¢ via introduction of an additional
Lagrange multiplier.

Letting Pgr denote the L?-projection into $H*, equations (7.1) are weak
formulations of the equations

o=06u, do+ddu+p=Ff, Pgu=0, (7.2)

respectively, and, since p = P f, together give the Hodge-Laplace problem
(d0+6d)u = f—Pgr f, where § is the Hodge star operator defined previously.
Also implied are the natural boundary conditions that the trace of xu and
the trace of xdu on 02 both must vanish. ) ) .
If, instead, we seek a critical point (o, u,p) € HAF1(Q) x HA*(Q) x H¥,
then we obtain the essential boundary conditions that the trace of o as a
(k — 1)-form on 02 and the trace of u as a k-form on 92 both must vanish.

7.2. Splitting of the mized formulation

By using the Hodge decomposition (2.18), we can split the problem (7.1)
into three simpler problems. First, we write f = fq + fo + fs5, where
fa € B = d(HA*Y(Q)), fo € 9%, and f5 € B*F = SH*AFTL(Q).

Now let (o, u,p) be a solution of (7.1). From the second equation in (7.1),
it follows immediately that pg = fg, and from the third equation it follows
that u € 9%+, so u = uq + us with uq € BF and ug € Bk,

Taking v € B** we find that us € B** satisfies

(dug,dv) = (f5,v), ve B* (7.3)
Taking v € B* we find that (o, uq) € HA*1(Q) x B* satisfies
<U7 7—> = <dT7 ud>7 T E HAk_l(Q)v <d0’,’U> - <fd7v>7 v E %k (74)

The converse reasoning is also straightforward, and so we have the following
theorem.

Theorem 7.1. Suppose that (o, u,p) € HAF1(Q) x HAF(Q) x H* solves
(7.1) and that f has the Hodge decomposition fq + fg + f5, with fq € B*,
fo €9 f5¢ Bk Then p = fg and u has the Hodge decomposition ug+us
with uq € B* and us € B**, where us solves (7.3) and (o, uq) solves (7.4).
Conversely, if p = fg, us € B** solves (7.3), and (o, uq) € HAF1(Q) x B*
solves (7.4), then, setting u = uq +us, (o,u,p) € HA*1(Q) x HA*(Q) x HF
solves (7.1).

In this section we consider the solution to the Hodge Laplacian problem
(7.1), but our results also apply to the solutions of (7.4) and (7.3) since
these are just the special cases when f = fq € BF or f = f5 € Bk
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Note that (7.4) is a weak formulation of the equations
04 = Oug, dog=faq, dug=0,

together with the natural boundary condition that the trace of xugq on 02
vanishes and the side condition that uq L $¥. Eliminating o4 from the
system, it becomes

d(S'U,d = fd7 d’U,d = 07

with the indicated boundary condition and side condition. Analogously,
(7.3) is a weak formulation of the equations

odus = fs, dus =0,

together with the essential boundary condition that the trace of xugs on 052
vanishes and the same side condition.

7.8. Variable coefficients

We have considered the mixed formulation (7.2) without introducing coeffi-
cients. But we may easily generalize to allow coefficients. Let A : LZAF~1(€Q)
— L2AF1(Q) and B : L2AF1(Q) — L2A*1(Q) be bounded, symmetric,
positive definite operators with respect to the standard inner products in
L2A*1(Q) and L2A**1(Q). Then we may define equivalent inner products:

(o,7)a := (Ao, T), (w,u)p = (Bw,u),

for o, 7 € L2A*1(Q), w, u € L2A*1(Q). We may then consider, as a gener-
alization of (7.1), the problem of finding (o, u, p) € HA*~1(Q)x HA*(Q)x H¥
determined by the equations

(0,7)a = (dr,u), 1€ HAY(Q),
(do,v) + (du,dv)p + (v,p) = (f,v), v e HAR(Q),
(u,q) =0, qe 9.
This is a weak formulation of the differential equations and side condition
Ao = ou, do+0(Bdu)+p=f, Pgu=0,

and the boundary conditions Tr(xu) = 0, Tr[x(Bdu)] = 0 on 9.
We may split the problem as in the previous subsection, and obtain the
two reduced problems, namely

AUd = (5ud, dO’d = fd, dud = 0,

and
0(Bdus) = fs, dus =0.

Although these more general problems are important for applications,
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their treatment is no more complicated, except notationally, than the simple
case where A and B are the identity, and so we shall continue to consider
that case only.

7.4. Translation to the language of partial differential equations

Let us consider more concretely the situation in n = 3 dimensions, identi-
fying the spaces HAF(Q) with function spaces as described in Section 2.3.
For k = 3, (7.1) becomes: find o € H(div, Q;R3), u € L?(f2) such that

/J-Tda::/diVTudx, T € H(div, Q;R?),
Q Q

/divavdx:/(fp)vda:, v e L*(Q), /uqu:(), qe .
Q Q Q

This is the standard mixed formulation for the Dirichlet problem for the
Poisson equation. The first equation is equivalent to the differential equation
o = —grad u and the boundary condition u = 0, while the second equation
is equivalent to dive = f. In this case, H* = 0, so p = 0 and the last
equation is not needed. If, instead, we seek o € Hy(div,Q;R3), then the
boundary condition u = 0 is replaced by the boundary condition ov = 0.
Then $H* =R, and so p = [, f dz/ meas(2) and [, udz = 0. These are the
only boundary value problems when k = 3. Since du = 0, this problem is
already of the form (7.4).

For k = 2, the unknowns o € H(curl, Q;R3) and u € H(div, Q;R?) satisfy
the differential equations

o = curlu, curlo — graddivu = f — p,

the auxiliary condition Pgu = 0, and the boundary conditions u x v = 0,
divu = 0 on 02, so this is a mixed formulation for the vectorial Poisson
equation

(curl curl — grad div)u = f — p, (7.5

)
with the auxiliary variable o =curl u. If, instead, we seek o € Hy(curl, Q; R3)
and u € Hy(div, Q;R3), then we obtain the boundary conditions ¢ x v = 0
and u-v =0. When k =2, (7.4) becomes

oq = curlug, curlog = fq, divug = 0,
while problem (7.3) becomes
—grad div us = fs, curlug = 0.
In fact, since fs = grad F' for some F', this problem has the equivalent form

—divug = F, curlug = 0.
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For k = 1, (7.1) is a different mixed formulation of the vectorial Poisson
equation (7.5). Now o € HY(Q) and u € H(curl, Q; R?) satisfy the differen-
tial equations

o= —divu, grad o + curlcurlu = f — p,

the auxiliary condition Pgeu = 0, and the boundary conditions v - v = 0,
(curlu) x v = 0. If, instead, we seek 0 € H}(Q) and u € Ho(curl, Q;R3),
then we obtain the boundary conditions ¢ = 0 and u x ¥ = 0. When k =1,
(7.4) becomes

oq = —divuyg, gradoq = fq, curlug = 0,
while problem (7.3) becomes
curl curlug = fs, divugs = 0.

Finally, we interpret the case k¥ = 0. In this case HA71(Q) = 0, so
o = 0 and we can ignore the first equation of (7.1). Then u € H'(Q) and
p € H° = R satisfy

/gradu-gradvdx—/(f—p)vda:, ve HY(Q), /uqdm—O, q € R.
Q Q Q

Thus, p = [, fdz/meas(Q), and we just have the usual weak formulation
of the Neumann problem for the Poisson equation —Awu = f —p. If, instead,
we seek u € HE(Q), then p = 0 and we obtain the usual weak formulation
of the Dirichlet problem for Poisson’s equation. For k = 0, problem (7.4) is
vacuous while problem (7.3) becomes —Aus = f;s.

7.5. Well-posedness of the mized formulation

To discuss the well-posedness of the system (7.1), we let B : [HAF~1(Q) x
HA*(Q) x 9% x [HAF1(Q) x HA¥(Q) x $*¥] — R denote the bounded

bilinear form
B(Ua u,p;7,v, Q) = <Ua T> - <d7—7 u> + <d0’,’U> + (du,dv) + <U7p> - <u7q>

Well-posedness of the system (7.1) is equivalent to the inf-sup condition
for B (Babuska and Aziz 1972), i.e., we must establish the following result.

Theorem 7.2. There exist constants v > 0, C' < oo such that, for any

(o,u,p) € HAF1(Q) x HAF(Q) x $*, there exists (7,v,q) € HAF1(Q) x
HA*(Q) x 9% with

B(o,u,p;7,v,q) = v(lollFa + ullfa + IpI), (7.6)

I7llzza + llvllza + llall < C(llollza + lullza + lIpl)- (7.7)
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Proof. By the Hodge decomposition, given u € HA*(Q), there exist forms
uq € BF, ug € H*, and us € B**, such that

u=ug+ugtus, |l =lluall® + usl? + flus]®. (7.8)

Since ug € B*, uqg = dp, for some p € 3*~1+  Since Bk = 3kL and
dus = du, we get using the Poincaré inequality (2.17) that

ol < K'fluall,  Jlusll < K| dull, (7.9)

where K and K’ are constants independent of p and us. Let 7 =0 —tp €
HA1(Q), v = ut+do+p € HA*(Q), and ¢ = p—ug € H*, witht = 1/(K")2.
Using (7.8) and (7.9), and a simple computation, we get

B(O-’ u7p; T’ U’ Q)

= llol* + lldolf* + ldull* + [Ip]I* + tllual® + lug|* - t{o, p)
1 2 2 2 2 2 2 t2 2
2 Sllell™ +lldell” + fldull® + lIpll” + tluall® + llugl” = < /ol

1
> Slloll* + ol + dull* + [[pl* + [lus|® + [luall*(t = £*(K")*/2)

L2 9 1 2 9 2 1 2 1 2
2§HUH + [|do]| +§HdUH + [Ipll* + flus || +m“udH +ﬁHUJH

Lo 2 1 2 1 2 2

2 Slloll® +lldoll” + Flldul” + WHUH +[zl%,
where K" = max(K', K,1/+/2). Hence, we obtain (7.6) with v > 0 depend-
ing only on K and K’. The upper bound (7.7) follows easily from (7.8)
and (7.9). O

Remark. If, instead, we consider the form B over the space [HA*1(Q) x
HARQ) x §F] x [HAF1(Q) x HA¥(Q) x $*] then the stability result is
still valid. The proof must be modified to use the Hodge decomposition
u = uq + ug + us, where now uq € BE Ug € 9k and us € B*~.

7.6. Well-posedness of discretizations of the mixed formulation

We next consider discrete versions of these results. Suppose we are given a
triangulation, and let

0-A LAl S o dan o (7.10)

denote any of the 27! finite element de Rham complexes (for each value
of the degree) discussed previously. Recall we have a commuting diagram
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of the form
0—HAYQ) -5 gAY Q) -5 0 L HAMQ) -0
ﬁgl ﬁ}ll ﬁgl (7.11)
0— A% — A,ll — s — Ay —0,
where the l:[fl are bounded projections, i.e.,
Il sk < Cllollgar, w € HAY(Q), (7.12)

with the constant C' independent of w and h. We note that the canonical
interpolation operators associated to the standard finite element spaces do
not satisfy these conditions, since their definition requires more regularity.
However, the new projection operators discussed in Section 5 do satisfy
these conditions, so we can assume we have such projection operators. Of
course, we would also like the results presented below to apply to problems
with essential boundary conditions. In that case, we would need projection
operators f[ﬁ mapping HAF to AZ that again satisfy (7.12). Although our
construction in Section 5 did not include this case, we believe that such
a construction is also possible, and we shall assume that we have such
projection operators in this case too.

Under these conditions, we shall next demonstrate stability of the finite
element method: find o), € Af‘z_l, up € Aﬁ, Ph € f,)fl such that

(on,7) = (dr,up), €A,
(dop,, v) + (dup, dv) + (v, pp) = (f,v), ve AF, (7.13)
<U7 Q> =0, qc ﬁfL

In view of the discrete de Rham complexes obtained in Section 5.5, this
result can be applied to prove the stability of four different families of mixed
methods for the Hodge Laplacian problem, using any of the four choices
of spaces

PrAYTHT) x PEAS(T,), PeATH(TR) x PrAN(Th),

7.14
PN U Th) x PAAM(Th),  Pra A H(Th) x PoAR(T), (10

to discretize the (k — 1)-forms and the k-forms, respectively. Since the
(k — 1)-forms disappear for k = 0, and since we have P~ A%(7,) = P.A°(T},)
and P A"(7y) = Pr—1A"(71), these reduce to a single family of methods for
k = 0 (namely, the use of the standard Lagrange elements for the standard
Laplacian problem), and to two families of methods for k =1 or k = n.

Stability of the method (7.13) is equivalent to the inf-sup condition for
B restricted to the finite element spaces (Babuska and Aziz 1972), i.e., we
must establish the following result.
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Theorem 7.3. There exist constants v > 0, C' < oo independent of A such
that, for any (o, u,p) € Ai_l xAﬁ xf,)fl, there exists (1,v,q) € Ai_l XAZ xj’)ﬁ
with

B(o,u,p;7,v,q) = y(lollfa + ullfa + llpl?),
7l A + lollaa + llgll < Clollaa + llullza + llpll)-
Proof. The proof in the discrete case closely follows the proof given above

for the continuous case. By the discrete Hodge decomposition, given u € AfL,
there exist forms uq € %ﬁ, Ug € 5'3];;, and us € 351, such that

u=uq+ugtus, [l =llual® + fus|? + flus|®. (7.15)

Since ug € BF, uq = dp, for some p € 32k_1)L. Since dus = du, we get
using the discrete Poincaré inequality, Theorem 5.11, that

ol < K'lluall, — lusll < K[| dul], (7.16)

where K and K’ are constants independent of p, us, and h. The result now
follows by applying the same proof as in the continuous case, where we use
(7.15) and (7.16) in place of (7.8) and (7.9). To handle other boundary
conditions, the discrete Hodge decomposition must be modified as in the
continuous case. ]

From this stability result, we then obtain the following quasi-optimal error
estimates.

Theorem 7.4. Let (o,u,p) € HAF1(Q) x HA¥(Q) x H* be the solution
of problem (7.1) and let (o, up,pp) € A]}fb_l x AF x $¥ be the solution of
problem (7.13). Then

lo —onllaa + lu — unllaa + [P — poll (7.17)

< C< inf ||o —7|lga + inf ||lu—v|ga+ inf ||p—q| + ‘PﬁkU‘),
reAk-1 veAR g€y h

h

where Pﬁﬁ u denotes the L?-projection of u into Y)fl. Moreover,

[Pgrull < inf |lg—r[ inf [uq—vall <ep inf [ug—wval,  (7.18)
h resk vqE€ Z vq€ Z

where uq is the L2-projection of u into B*, ¢ = Pﬁﬁu/HPﬁﬁuH and
en = sup ||(I —1IIy)r].
rESN
lIr[=1
Proof. First observe that (o, u, p) satisfies

B(U,U,p;Th,U}HQh) = <f7 Uh> - <’U,, Qh>7 (Th,UmCIh) € Al;;_l X Az X ﬁ’}i
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Let 7 € Af_l, ue Ak ge ﬁfl. Then, for any (74, vp,qn) € A]fb_l X Aﬁ X 532,
we have
B(on — T, un — v, Pp — ¢ Thy Vh, Gh)
= B(U -7, 4—v,p— Q;Thvvhaqh) + <U’Qh>
= B(U -7, 4 —U,p— Q;Thavha(Jh) + <ijj}’iu7qh>
< C(lo = 7llaa + llu = vllaa + llp — qll + [| Pygul)
X (I7allza + llonllza + llgnll)-

Theorem 7.3 then gives

lon = Tllaa + llun — vllHa + llpn — 4
< C(llo = 7llaa + llu = vllza +llp = all + [ Perul),
from which (7.17) follows by the triangle inequality.

Now v L $*, so u = uq +us, with uq € B* and us € 3. Since Y)Z C 3k,
Pﬁﬁu(; = 0, while, by the discrete Hodge decomposition, Pfqﬁj vq = 0 for all

vg € BY. Let ¢ = Pyj’;LU/HPgZUH € HF. For any vq € BF we have
| Pgull = (uq — va,q) = rlengk<ud —vd,q—T)
< |lua — val| inf [lg —r||.
renk

Furthermore, by Lemma 5.9, we can find 7 € $* with ||r|| <1 and [jg—r| <
|(I —IIp)7|| < ep, and hence (7.18) follows.

Remark. Let u be as in the theorem above. Since u L $*, it follows that
if Sﬁﬁ C 9%, then Pﬁfu = 0. On the other hand, if A];’;_l X AZ is one of the

choices given in (7.14) and ug and all elements of $* are sufficiently smooth,
then

1P ull < enll(I — Tn)uall = O(R™").

If the solution (o, u, p) is sufficiently smooth, we then obtain the following
order of convergence estimates.

Corollary 7.5. If Azfl x A¥ is one of the choices given in (7.14) and
HPﬁﬁuH = O(h"), then
lo = onllaa + llu—unlga + llp — pull = O(AT).

Proof. This result follows from the previous theorem by using the approx-
imation properties of the subspaces given in Theorems 5.6 and 5.8. 0]
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Remark. As noted earlier, problems (7.3) and (7.4) are special cases of
problem (7.1) when f = f5 € B*F or f = fq € B~ Although these reduced
problems have a simpler form, they are not so easy to approximate directly
by finite element methods, since that would involve finding a basis for finite
element subspaces of B* or B** However, since they are equivalent to
problem (7.1), one can use the discretization of problem (7.1) with standard
finite element spaces to find good approximations to problems of this type.

Remark. We also note that an early use of a discrete Hodge decomposition
and discrete Poincaré inequality to establish stability of mixed finite element
methods appears in the work of Fix, Gunzburger and Nicolaides (1981), in
connection with the grid decomposition principle. See also Bochev and
Gunzburger (2005) for a more recent exposition.

7.7. Regularity properties

To obtain order of convergence estimates below, we will need to make some
assumptions about the domain €2 that will ensure that the solution of prob-
lem (7.1) has some regularity beyond merely belonging to the space in which
we seek the solution.

We shall say that the domain Q is s-regular if, for w € HA*(Q)NH*A*(Q)
or HAF(Q) N H*AF(Q), w € HSAF(Q) and

[wllzroa < Cllwll + [[dw]| + [|dwl), (7.19)

for some 0 < s < 1. A smoothly bounded domain is 1-regular (Gaffney 1951)
and a Lipschitz domain is 1/2-regular (Mitrea, Mitrea and Taylor 2001,
Theorem 11.2). For Q convex, (7.19) holds for s = 1 and the term |Jwl]|
may be omitted (Mitrea 2001, Corollary 5.2). A Lipschitz polyhedron in
R3 is s-regular for some 1/2 < s < 1 (see Amrouche, Bernardi, Dauge and
Girault (1998) and Costabel (1991)). Also note that by Poincaré’s inequality
(Theorem 2.2), for w € HA*(Q) N H*A*(Q) N % or HAF(Q) N H*AF(Q) N
$FL, we may also omit the term ||w].

7.8. Improved error estimates: basic bounds

As is well known from the theory of mixed finite element methods (Falk
and Osborn 1980, Douglas and Roberts 1985), it is sometimes possible to
get improved error estimates for each term in the mixed formulation by
decoupling them. In this subsection, we show how this more refined analysis
can be carried out for the mixed finite element approximation of the Hodge
Laplacian. In particular, we show that for any Lipschitz polyhedral domain
Q and any f € L?A*(Q), we have

lo = onll + lu = upllzza + llp = pall = O(AY?).
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Without the assumption of additional regularity on f, such an estimate
can not be obtained from the quasi-optimal result stated above, since the
error in that estimate also depends on the approximation of do = f4 and
this requires more regularity than just fq € L?A*(Q) to achieve a positive
rate of convergence. Higher-order improved rates of convergence with less
regularity can also be obtained by using this more refined analysis.

We will assume throughout the discussion below that the domain 2 is
s-reqular. As above, we will use the notation Pfqﬁ? P%ﬁjv and P3Z to denote
the L2-projection onto the spaces 5’);2, ‘Bﬁ, and 3%, respectively. We fur-
ther introduce P}, as the L2-projection onto AfL. To obtain improved error
estimates, we will break up the solutions of problems (7.1) and (7.13) into
the three subproblems corresponding to the Hodge decomposition of the
right-hand side f. Our error analysis will be based on a separate analysis
for each of these pieces.

We start with the almost trivial case when f € H*.

Lemma 7.6. Assume that f € $* and that (o,u,p) € HAF1(Q) x
HAF(2) x $* is the solution of problem (7.1). Then ¢ = 0, u = 0, and
p = f. The corresponding solution (o, up,pr) € Azfl x AF x 9 of (7.13)
satisfies o, = 0, up, = usp, € 3];’}, Py = Pﬁﬁf and there is a constant C,
independent of h, such that

lp = pull + llunllza < CII(T = TIR) f]]-

Proof. Tt is straightforward to check that the given solutions satisfy the
corresponding systems. In particular, uy € 3’;} satisfies
k
<dUh,d’U> = <(I_Pj’)§)fvv>? UEAh‘

The discrete Poincaré inequality therefore implies ||up||ga < C||(I _Pﬁ,’j )l
In addition, Theorem 5.8 implies that

lp = pull = (I = Peg) Il < (T — TIn) £ 0

Remark. Note that for f € $¥, it follows from (7.19) that f € H*A*(Q)
and ||f]gsa < C||f]|.- Hence, we can conclude from Theorem 5.6 that
I =T fIl < Crellfll,  f e st

Lemma 7.7. Assume that f € 8% and that (o,u,p) € HA*1(Q) x
HA*(Q) x $* is the solution of problem (7.1). Then do = f, u = uq € B*,
and p = 0. The corresponding solution (o, upn,pr) € Ai_l x AF x §F of
(7.13) satisfies dop, = P%ﬁ f, and there is a constant C, independent of h,
such that

llo = onll + [| Pyt — up[| + [|dun|[ + [[pal
< CI|I( = 10) fIl + (1 = T)a ).



90 D. N. ArNOLD, R. S. FALK AND R. WINTHER
Proof. Note that since II;,(8*) C B it follows that

(I = P ) f1| < 11 = TIn) £

To establish the error estimate, we will decompose the right-hand side f €
B* into (I — P%ﬁ)f and P‘Bﬁf' Let (o', u!, p') be the solution of (7.1) with
right-hand side (I — P%'ﬁ )f and let (o}, u}, p}) be the corresponding discrete
solution. Since (I — P%zg)f € B~ it follows that dot = (I — P;B}Ii)f, ul = ul,

and p' = 0. Furthermore, from the system (7.1) and Theorem 5.6 we obtain

lot[|* = (do™ ul) = (I = Poe) f, (I = Tp)u') < CR*|[u’ | rr=all(1 = 1) £

Furthermore, since o' = du' and Trxu! = 0, we conclude from (7.19) that
[ zoa < Cllo |l

Collecting the estimates above, and stating only the weaker result we will
need, we have

lo 1, [t < Ch2 (I — TIg) £]I. (7.20)

On the other hand, since (I — P%;c) f is orthogonal to B, we must have

a,ll =0 and u,ll = u§7h. Furthermore,
ldup|[* = (I = Pog) f,wp, = w) < (I =T f1] |, —wll,

where w € 3% is arbitrary. In particular, by Lemma 5.10 and (7.19), we
can choose w such that dw = dup and

luj, = wll < [|(1 = Tp)wl| < Ch°|lw]|=a < Ch®||duy.
As a consequence, we have from the discrete Poincaré inequality that
lupllzza < Ch|(1 = 11) f]I.
In a similar manner, we have

k1> = (I — Pog) foph — ) < (L =) f | llpp, =7l

where r € $* can be chosen such that ||p} —r| < ||(I-1I)r||, and ||| < ||p}||
(¢f. Lemma 5.9). In particular, since r € $*, we have by (7.19) that

(I = Tp)rll < Cho|lrllmea < CR¥|ir|l < OB |pyl,

which implies

lpall < Ch(I = TIn) ]|
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By collecting (7.20) and the estimates just obtained for u,l1 and p,ll, we obtain
oM 1+ [[ut | + [lubllza + lpall < CRIIT = T1R) £]]- (7.21)

We will use a superscript 2 to indicate the solutions of (7.1) and (7.13) with
right-hand side Py f € Bj; C B". Then, do® = dlly0® = doj, = Py f,
u% = ugh =0, and p? = pfb = 0. By combining these properties with the
error equation

(02 —op,7) = (dr,u® —u}), T€ AT (7.22)
we obtain
H02 — U}%HQ = <d(f[h02 — 0,21), u? — u,%) + <02 — o2, 0% — 0,%)
< ||(1 = 1Ip)o?| lo® — ol
or

lo® = aill < (T —TIp)o?]. (7.23)

Note that the error equation (7.22) implies that

(6% — o2, 7) = (dr, P%Zu2 —u}), TEATL

Choosing 7 € 3%71”‘
discrete Poincaré inequality that

1Py u? — ]| < Cllo® — oi|l < CII(I — TI)o. (7.24)

such that dr = P%ﬁu2 — U,QL, we obtain from the

Finally, the uniform boundedness of the operators IIj, implies that
I(Z = ILp)o?|| < I(I — D)ol + Cllot].

Together with (7.21), (7.23), and (7.24), this implies the desired estimate.
O

Lemma 7.8. Assume that f € 3*L and that (o,u,p) € HAF1(Q) x
HAF(2) x $* is the solution of problem (7.1), and (o, up, pr) € Aﬁfl x AK x
¥ is the corresponding solution of (7.13). Then o = oj, = 0, p = pj, = 0,
and u € 3 and uy, € SIfLJ‘ satisfy

[ d(u —up)|| < /(I = 1Iy) du.
Furthermore, there is a constant C, independent of h, such that
(1 — Pag)(ﬁhu —up)|| < C|(I — 1) dul.
Proof. Since 0 = o, =0 and p = pp, = 0, we have

(d(u —up), dv) =0, v e Af,
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which implies
[d(u = up)|* + AT = up) > = (T = T1;) dul|*
Hence, the first bound is established. Since d(I—P3§)(ﬁhu—uh) = d(pu—
up) the second bound follows from the discrete Poincaré inequality. ]
Combining these lemmas, we obtain the following error bounds.
Theorem 7.9. For f € L2AF(Q), let (o,u,p) € HAF1(Q) x HAF(Q) x HF
be the solution of problem (7.1), and let (op, upn, pn) € A]Z_l x AF x 9F be
the corresponding solution of (7.13). Then
lo = onll + llu = wnllma + [lp — pall < CIU = T3 £
+ NI =T fall + [[(I = Tp)ol| + [[(1 — Tp)ullza + | Pyeull) - (7.25)
and
[d(o = on)ll < [[(I = 1In) fall- (7.26)

Proof. Note that if we apply the Hodge decomposition f = fq + fo + fs
to a general right-hand side f € L2A¥(Q), we obtain from Lemmas 7.6-7.8
that

lo = onll + [|d(u — up)|| + [Ip — pall
< C([(I = 1Lp) fsll + R* (I = TIy) fall + [|(1 = Tp)o|| + [[(1 — II4) dul|)
and
[d(o —on)|l = (I = Poge) fall < [(1 = TIn) fall-
Furthermore, we can conclude from Lemma 7.7 that
1P (1 = up)|| < C(R°||(I =TIy fal| + (1 = TIn)ar]]), (7.27)
and from Lemmas 7.6 and 7.8 and the proof of Lemma 7.7 that
I(Z = Psp ) (L —wp )| < C(I(I = 10p) S|+ [[( = ILn) dul| +5°[[ (1 —IIn) fall)-
However, from the last bound, we obtain
(I = Py ) (u — up)|
< (T~ Pyg)(u — M) | + (7 — Py) (e —wp)| - (7.28)
< C(I(I = 1Ip) foll + 11 = Tp)ull s + b5 (I — 11y) fal))-
Since Py, = Pogie + Py + (I - PB;C), we can conclude from (7.27) and (7.28)
that
1Py = un|| < C(I(I = TIn) foll + b°||(1 = TIn) fa
I =)ol + (I = Tp)ulaa + || Pepul)-
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Hence, since
lu = upll < [|(I = Pp)ull + [[Pru — un|
<[ = Thp)ull + || Pru — unl,
we obtain
lu = unll < CI(I = TIn) foll + REI(T = T03) fall
+ (I = Mp)o || + 17 = n)ull rra + || Ppull)-

Combining these results establishes the theorem. [

7.9. Order of convergence estimates

Using the regularity estimate (7.19), it is straightforward to check that
if (o,u,p) € HA*1(Q) x HAF(Q) x H* solves problem (7.1) for a given
f € L2AR(Q), then fg, 0, u, uq, and du, are all in H¥A*(Q), with

[ follzrsas ol meas llullmsns [luallersas [|dullsa < ClLF- (7.29)
Furthermore, from (7.18) it follows that
IPgpull < CR*|[(I — M )ual| < CH**| f]]. (7.30)

Using these results, together with the approximation properties of the op-
erators IIj,, we can immediately conclude that the right-hand side of (7.25)
is of order h®. Furthermore, additional smoothness of the right-hand side
and the solution will lead to higher-order convergence. More precisely, we
have the following result.

Theorem 7.10. Suppose that the domain €2 is s-reqular for some 0 < s <
1. Let (o,u,p) € HAF1(Q) x HAF(Q) x H* be the solution of problem (7.1)
and let (op, up, pr) € A’Z_l X AZ xﬁﬁ be the solution of problem (7.13), where

Ai_l x AF is one of the choices given in (7.14). Then, for f € LZA*((),
lo = onll + [lu = unllma + [lp = pull < CHZ||S]-
If fq,uq € H7A*(Q) and fg, 0, u, du € H'A¥(Q), for s <t < r, then
lo = onll + llu = unllma + [Ip = pall < CR (|| fallme—sn + 1| follmea
+ llollaea + llullaea + lluallge-sa + [l dullgea)-

If §% C H*, then the term |uq|/gi-sp and the corresponding regularity
hypothesis can be dropped. Finally, if fq € H!A*(Q), then

ld(o — on)ll < CB || fall mrea-

Proof. The desired estimates follow directly from the basic error bounds
(7.25) and (7.26), combined with (7.29), (7.30) and the approximation prop-
erties of II;, (¢f. Theorem 5.6). O
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8. Eigenvalue problems

The purpose of this section is to discuss approximations of the eigenvalue
problem for the Hodge Laplacian using the same finite element spaces
A’fL C HAF(Q) used for the boundary value problems discussed in the previ-
ous section. In fact, there is a vast literature on the approximation of eigen-
value problems for mixed systems, and it is well known that the standard
Brezzi stability conditions for linear saddle point systems are not sufficient
to guarantee convergence of the corresponding eigenvalue approximations.
Typically, spurious eigenvalues/eigenfunctions can occur, even if the Brezzi
conditions are fulfilled. However, by now the proper conditions for guar-
anteeing convergence and no spurious eigenmodes are well understood, and
discrete Hodge (or Helmholtz) decompositions seem to be a useful tool for
verifying these conditions. For the main results in this direction, we refer to
Osborn (1979), Mercier, Osborn, Rappaz and Raviart (1981), Babuska and
Osborn (1991), Boffi, Brezzi and Gastaldi (1997, 2000), and Boffi (2000,
2001, 2006).

Here, we shall use this theory to show that the finite element spaces
defined in this paper lead to convergence of the corresponding finite element
approximations of the eigenvalue problem for the Hodge Laplacian. In the
final subsection, we present some results on convergence rates for the special
case of a simple eigenvalue.

8.1. The eigenvalue problem for the Hodge Laplacian

We shall only consider the eigenvalue problem with boundary conditions
which are natural with respect to the mixed formulation, i.e., the boundary
conditions are Tr(*u) = 0 and Tr(*du) = 0. The eigenvalue problem for the
Hodge Laplacian then takes the following form.

Find A € R and (o, u) € HA*1(Q) x HA*(Q) such that

(o,7) — (dT,u) =0, e HAF1(Q),

L (8.1)
(do,v) + (du,dv) = XMu,v), ve HAY(Q),

where (o,u) is not identically zero. We remark that standard symmetry
arguments show that only real eigenvalues are possible for this problem:
see (8.5) below. Also, the identity

o1 + fldul|* = Aul?

implies that all eigenvalues are nonnegative.

The first equation above expresses that du = o € L?AF(Q) and that
Tr(xu) = 0. Hence, u € HA¥(Q) N H*A¥(Q). The eigenvalue problem (8.1)
can therefore alternatively be written as follows.
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Find u € HAF(Q) N H*AF(Q) such that
(6w, 0v) + (du, dv) = Au,v), ve HA¥Q)n H*AFQ).

In general, A = 0 will be an eigenvalue for this problem with the space of
harmonic k-forms, $*, as the corresponding eigenspace. In fact, just as we
split the source problem into independent problems, we may also split the
eigenvalue problem (8.1) into three independent eigenvalue problems. To
see this, assume that (), o, u) satisfies (8.1) with (o, u) not identically equal
to zero. Decompose

(o,u) = (0,uq) + (0,ug) + (0, us),

where ugq and ug are the projections of u onto B¥ and $H¥, respectively,
with respect to the inner product of L2A*(Q). If A = 0 then ¢ = 0 and
u = ug. On the other hand, if A > 0 then A||lug||> = 0, and therefore
ug = 0. Furthermore, us € 3% satisfies

(dug, dv) = Mug,v), v e 3* (8.2)
Finally, (o, uq) satisfies the system

(o,7) — (d7,uq) =0, TE HAk_l(Q),

(do,v) = Aug,v), ve B (8.3)

Observe that (o, uq), ug, or us may very well be identically equal to zero,
even if (o, u) is nonzero. On the other hand, any eigenvalue/eigenvector of
(8.2) or (8.3) corresponds to an eigenvalue/eigenvector of (8.1).
We will introduce K as the solution operator for the Hodge Laplacian.
More precisely, for a given f € L2A*(), consider the following problem.
Find (o,u,p) € HA*1(Q) x HA*(Q) x $* such that

(o,7) — (d7,u) =0, TE HAk_l(Q),
(do,v) + (du,dv) + (v,p) = (f,v), v HAFQ), (8.4)
<u> Q> =0, qc S{)k

The solution operator K : L2AF(Q) — HAF(Q) N H*A¥(Q) is given by
K:f—Kf=u+p.

Note that in (8.4), p is the L2-projection of u + p onto $H*. Therefore,
an alternative characterization of the operator K is Kf = u’, where v’ €
HA*(Q) N H*A*(Q) solves the system

(60, 6v) + (du, dv) + (u,vg) = (f,0), ©ve HARQ) N H*AR(Q),

where, as above, vg is the L?-projection of v onto $F. The operator K is
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the identity on $*, and if fg = 0 then (K f)g = 0. Observe also that the
operator K is symmetric and positive definite on L2A*(Q) since

(fiKg) = (0K [f,6Kg) + (dK f,dKg) + (K f)s, (Kg)s) (8.5)

for all f,g € L2A*(Q). Furthermore, as a consequence of Theorem 2.1, the
operator K is a compact operator in L(L2AF(Q), LZAF(Q)).

If A > 0 and u € HA*(Q) N H*A*(Q) corresponds to an eigenvalue /eigen-
vector for (8.1) then

Ku = \"1u, (8.6)

and ug = 0. On the other hand, if u € $* then u and A = 1 satisfy (8.6). In
fact, the two eigenvalue problems (8.1) and (8.6) are equivalent, if we just
recall that the eigenvalue A = 0 in (8.1), corresponding to the eigenspace $H*,
is shifted to A = 1 in (8.6). Since K is compact in L(L2A*(Q2), L2A*(Q2)),
and not of finite rank, we conclude that the Hodge-Laplace problem (8.1)
has a countable set of nonnegative eigenvalues

0< A <A< o<\ <

such that lim;_, A\j = oo.

8.2. The discrete eigenvalue problem

In order to approximate the eigenvalue problem for the Hodge Laplacian
(8.1), we need to introduce finite element spaces Aiil and AF, which are
subspaces of the corresponding Sobolev spaces HA*~1(Q) and HA*(Q) oc-
curring in the formulation of (8.1). We will continue to assume that these
discrete spaces satisfy (7.10), (7.11) and (7.12). Given the discrete spaces,
the corresponding discrete eigenvalue problem takes the following form.
Find Ay € R and (op,up) € A]}fb_l x A¥, (on,up) not identically zero,
such that
(o, T) — (dT,up) =0, TE Aﬁfl, 57
8.
(dop,v) + (duy, dv) = Ay (up,v), ve Ak

If we define a discrete coderivative operator dj : Ai — Ai_l by
(djw,7) = (dr,w), 1€ AP

then the first equation states that oj, = djuy. Note that this identity also
contains the information that Tr(*uy) is ‘weakly zero’, i.e., the boundary
condition Tr(*u) is approximated as a natural boundary condition.

As in the continuous case above, it follows by a straightforward energy
argument that if (g, op, up,) solves (8.7), then

lonl® + lldup|* = Anlun|.
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Therefore, all discrete eigenvalues A, are nonnegative. Furthermore, the
eigenspace for the eigenvalue A, = 0 corresponds exactly to the space f)fl
of discrete harmonic k-forms. We can assume that the discrete eigenvalues
are ordered such that

0< Ain < Aon < < Anm)hs

where N(h) is the dimension of the space AF.

An alternative characterization of the eigenvalue problem is obtained by
introducing a discrete solution operator Kj, : L2A*(Q) — A¥. In paral-
lel to the discussion in the continuous case, we define K,f = up + pp if
(Oh,un,pn) € Afl_l X Aﬁ X .62 is the solution of the problem

(on, ) — (dT,up) =0, TE Ai_l,
(dop,v) + (dup, dv) + (v, pp) = (f,v), v € AF,
<uh7Q> = 07 q S sz

Here 0y, = djuy, = dj Kj, f. The operator Kj, is equivalently characterized
by Kpf = uj}, where u} € A¥ solves

(0uy,, 6v) + (dup,, dv) + (W, ven) = (f,0), v E AL,

where vg }, denotes the L?-projection of v onto 57)2.
The eigenvalue problem (8.7) is equivalent to the corresponding eigenvalue
problem for the operator K} given by

Kpup, = Ay up, (8.8)
with the interpretation that the eigenvalue A\, = 0 in (8.7) is shifted to

A = 1in (8.8). The discrete operator K}, is again symmetric on LZ2AF(()
since it is straightforward to verify that

(f, Kng) = (A, Kn f, dj, Kng) + (dKn f, dKRg) + (Knf)s.n, (Kng)s.n)
for all f,g € L2A¥(Q).

8.3. Convergence of the discrete approzimations

For every positive integer j, we let m(j) be the dimension of the eigenspace
spanned by the first j distinct eigenvalues of the Hodge—Laplace problem
(8.1). We let &; denote the eigenspace associated to the eigenvalue \;, while
¢, , is the corresponding discrete eigenspace associated to A; p.

The discrete eigenvalue problem (8.7) is said to converge to the exact
eigenvalue problem (8.1) if, for any € > 0 and integer j > 0, there exists a
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mesh parameter hg > 0 such that, for all h < hg, we have

max |/\Z — >‘i7h‘ < €,
1<i<m(y)

m(j)  m(j)
gap(@ ¢, P @,h) <e
=1 =1

Here gap = gap(F, F') is the gap between two subspaces E and F of a
Hilbert space H given by

gap(E, F) = max< sup inf |u —v||g, sup inf [|u— U||H>

weE VEF velF Uu€E
ull =1 llvll =1
This is a reasonable concept of convergence since, besides convergence of the
eigenmodes, it also contains the information that no spurious eigenmodes
pollute the spectrum. Furthermore, for eigenvalue problems of the form
(8.6) and (8.8), which are equivalent to (8.1) and (8.7), convergence will
follow if the operators K} converge to K in the operator norm. In other
words, if

HKh — KH,C(LQA]C(Q),LQA’C(Q)) —0 ash— O, (89)

then the discrete eigenvalue problem (8.7) converges to the eigenvalue prob-
lem (8.1) in the sense specified above: see Kato (1995, Chapter IV). Here,
the gap between the subspaces is defined with respect to the Hilbert space
L2AK(). In fact, it was established in Boffi, Brezzi and Gastaldi (2000)
that this operator convergence is both sufficient and necessary for obtaining
convergence of the eigenvalue approximations.

As a consequence, in the present case it only remains to estimate || K} —
K| £(r2a% (), 1245 ())- However, it is a direct consequence of Theorem 7.10
and the definitions of the operator K and K} above that

| Kn — Kl £(z2ak(@),224%(0)) < ch®, (8.10)

where s > 1/2 and the constant c¢ is independent of h. Therefore, the
convergence property (8.9) holds and convergence of the eigenvalues and
eigenvectors are guaranteed.

Convergence
As a consequence of (8.10) and the discussion above, the following theorem
is obtained.

Theorem 8.1. The discrete eigenvalue problem (8.7) converges to the
eigenvalue problem (8.1) in the sense defined above.

In particular, this theorem implies the following result on the approxima-
tion of the k-harmonic forms.
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Corollary 8.2.
lim gap(§*, 9) = 0.

Recall that for the continuous problem (8.1), all eigenfunctions corre-
sponding to eigenvalues A > 0 are L2-orthogonal to $*, and for such eigen-
functions, the problem (8.1) can be split into two independent problems
(8.2) and (8.3). The corresponding property is valid for the discrete prob-
lem (8.7) as well. If A4 > 0, then all eigenfunctions are L?-orthogonal
to 57)2, and if up = uqp + usp is the discrete Hodge decomposition of an
eigenfunction uy, in Afl then

<du6,h7 dU) = )‘h<u5,h7 U>7 v E 3£L7 (811>

and

(on, ) — (d1,uqn) =0, TE A];;_l, (8.12)
(dop,v) = Ap(ugp,v), vE %ﬁ.

Here o}, = djup,. The converse also holds, i.e., any eigenvalue/eigenfunction
of (8.11) or (8.12) is an eigenvalue/eigenfunction of (8.7). In fact the discrete
problems (8.11) and (8.12) converge separately to the eigenvalue problems
(8.2) and (8.3) in the sense specified above. This is basically a consequence
of Theorem 8.1 and the orthogonality property of the Hodge decompositions.
To see this, the following result is useful.

Lemma 8.3. If u € B* and v € span(EkL,SfLJ—) then we obtain the
bounds

lu =l = floll = [( = Tp)ull and [lu—vl| > Ju] = 2/|(I - Oj)ul.
Proof. Since Iyu € ‘BZ C B* and v are orthogonal we have
lu =l 2 | Myu — o] = |( = Ix)ull
> max(|[Iyull, [[ol]) = [1(Z — Ip)ull.

This gives the first inequality, and the second bound follows since Tl >
[l = WI(Z = Ta)ul].

We now have the following result, which is a strengthening of Theorem 8.1.

Theorem 8.4. The discrete eigenvalue problems (8.11) and (8.12) con-
verge separately to the corresponding problems (8.2) and (8.3) in the sense
defined above.

Proof. Let A > 0 be an eigenvalue for the problem (8.1) with corresponding
eigenspace &, and let A\, be the corresponding eigenvalue for (8.7), with
eigenspace €, such that A\, — A and gap(€, &) — 0 as h tends to zero.
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Let
E=¢1D¢ and €&, =¢Cq;, D Es.h

be the corresponding Hodge decompositions (continuous and discrete) of

the spaces, i.e., &4 = € N B* and Can=¢,N ‘B’fL. The desired result will

follow if we can show that gap(€g4, &q,,) — 0 and gap(&;, Es5p) — 0.
However, if u € &g, with ||u|| = 1, then by Lemma 8.3,

inf — vl < inf |lu— 2/[(I — 11
veuéld,huu UH_vlenéhHu UH+ H( h)UH

< gap(€, €,) + 2{|(I — I )ul,

and since the space &4 is finite-dimensional, the right-hand side converges to
zero uniformly in u. On the other hand, for a given v € &g, with [jv]| = 1,
we have

inf —o|| = inf ||lu —v| < E Ep).
inf flu vl = inf [lu— ] < gap(€, &)

This shows that gap(€q, €4,,) — 0, and a corresponding argument will show
that gap(&s, &sp,) — 0. O

Convergence rates

The results of Section 7 can also be combined with the standard theory
for eigenvalue approximation to obtain rates of convergence. To simplify
the presentation, we do this only for the simplest case, where we assume
we have only simple eigenvalues. Then, from Theorem 7.3 of Babuska and
Osborn (1991), if Ku = A~ u, |lu| = 1, then

A= < O = Kn)u,w)| + [[(K = Kp)ull?).

For the second term, we can use the error estimates of Section 7. To get a
similar squaring of the error from the first term, we need some additional
analysis, which is a slight modification of Theorem 11.1 of Babuska and
Osborn (1991). To use the results of Section 7, and avoid confusing the
terminology, we estimate |((K — Kp)f, f)|, where now ||f|| = 1 and (K —
Kp)f =u—up+p— pp, i.e., we estimate |(u — up +p — pp, f)|.

We first note that from the definitions of o, u, and p, and their finite
element approximations, we get the error equations

(0 —op,7) = (dr,u —wy), T€AFT (813)
(d(o — o), v) + (d(u — up),dv) + (p — pp,v) =0, v € Af. (8.14)
Also, from the definitions of o, u, and p, we have
(fyu—up+p—pp) = (do,u —up +p—pp) + (du, d(u — up))

+ (p,u —up +p — pn),
(0,0 —op) = (d(o —op),u).
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Since (do,p) = (dop, p) = 0, we obtain
(fyu—up+p—pp) = (do,u —up+p—pp) — (0,0 — o)
+(d(o —on),u+p) + (du,d(u —up)) + (p — pr,p +u)
+ <p7u - Uh> - <p _phau>'
Since (u,q) = 0,q € H* and (up, qn) =0, qp, € 552,
(p,u —up) = (p — pn,u) = (P — phyu — up) + 2(pp, u).
Using the Hodge decomposition u = uq+ug+us, and observing that ug = 0,
(ph,us) = 0, and Ipuq € %ﬁ C B*, we get
(Ph, u) = (Pr,ud) = (Ph,ud — Hpua) = (pr — p, ug — Mpug).
Choosing 7 = o, and v = uj, +py, in (8.13) and (8.14), and combining these
results, we get
(fiu—up+p—pn) =(d(o —on),u—up+p—pp) — (0 — 0K, 0 — o)
+(d(o = on),u —up +p —pp) + (d(u —up), d(u — up))
+ P —pnyu—up+p—pp) + P —Pnu—up) + 2{pn — p,ua — puq).

Hence,

|(f,u—up+p—pn)| < C(llo = onllaa + lu — unllma
+ |lp = pall)?® + 2llpn — ll[lua — Mpuall.

Applying our approximation theory results and Theorem 7.10 in the case
when s = 1 and the eigenfunction is sufficiently smooth, we obtain

[(f,u—up +p—pn)| < Ch*
and hence it follows that

A — M| < CRP.

9. The HA projection and Maxwell’s equations

In this section, we consider the approximation of variations of the following
problem.
Given f € L2A*(Q), find u € HAF(Q) satisfying
(u, ) gra = (du, dv) + (u,v) = (f,v), ve HAFQ). (9.1)
Note that when k = 0, this corresponds to a perturbation of the Hodge—
Laplace problem we have considered previously, by adding a lower-order

term. Problems of this form will also arise later in this paper in Section 10,
on preconditioning. The time-harmonic Maxwell equations can be written
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as a variation of this form, where £ = 1 and the term (u,v) is replaced by
—m?({u,v). We will study this case below, when m? is not an eigenvalue,
i.e., when there is no nonzero u € HA*(Q) for which (du,dv) = m?(u,v)

for all v € HA*(Q).
A simple approximation scheme for (9.1) is to seek uy, € AE satisfying

(up,vyga = (f,v), wve Ak (9.2)

The error analysis in the HA-norm of such a problem is straightforward.
By subtracting (9.2) from (9.1), we get the error equation

(u—up,v)gr =0, v€E AZ. (9.3)

Hence, uy is the HA-projection of u into A’fL and therefore satisfies the
optimal error estimate

|lu — uplga < inf |Ju— | ga.
veAﬁ

If we modify the problem by replacing the term (u,v) by m?(u,v), then
the analysis is essentially the same, since (du,dv) + m?(u,v) defines an
equivalent inner product on HA*(Q).

9.1. Maxwell-type problems

We shall also consider the modification of the problem (9.1) obtained by
replacing (u,v) by —m?(u,v). That is, we consider the following problem.
Find v € HAF(Q) such that

(du, dv) — m?(u,v) = (f,v), ve HA¥Q). (9.4)

This problem is indefinite, and its analysis more complicated. We will
assume that m? is not an eigenvalue, since otherwise the problem is not
well-posed.

Problems of the form (9.4) arise, for example, in the study of Maxwell’s
equations. In the cavity problem for the time-harmonic Maxwell equations
subject to a perfect conducting boundary condition, one seeks the electric
field E satisfying

curl(curl E) — m*E = F in Q, vxE=0onT =09Q.

Here F' is a given function related to the imposed current sources and the
parameter m is the wave number, assumed to be real and positive, and the
permittivity and permeability coefficients are set equal to one. This prob-
lem corresponds to the problem (9.4) with k¥ = 1 and f € B** but with
boundary conditions given as Tr(u) = 0 and Tr(du) = 0. For an exten-
sive treatment of Maxwell’s equation using finite element exterior calculus,
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see the paper by Hiptmair (2002). A comprehensive treatment in standard
finite element notation can be found in the book by Monk (2003a).

As in the case of the time-harmonic Maxwell equation, problems of the
form (9.4) arise by considering the steady state problem obtained from
the ansatz of a time-harmonic solution to the following second-order time-
dependent differential equation related to the Hodge Laplacian:

0w

92 + (dd+ do)w = g.
If we assume that g is time-harmonic, i.e., can be expressed as the product
of a function which is independent of time with e for some positive real
number m, and then we seek w of the same form, we are led to a time-
independent equation of the form

(6d + dd)u — m*u = f.

With the boundary conditions Tr(xu) = 0 and Tr(xdu) = 0, a weak formu-
lation of this problem is as follows.
Find u € HA¥(Q) such that

(du, dv) + (du, 6v) — m2(u,v) = (f,v), ve HA¥(Q).

If we consider the special case f € B**, and split v by its Hodge decom-
position, u = uq + ug + us, then the subproblem for us may be written as
follows.

Find u € B** such that

(du, dv) — m?(u,v) = (f,v), ve B**

Note that for f € B**, this problem is equivalent to (9.4) (in the sense that
the unique solution to this problem is the unique solution of (9.4)).

To approximate (9.4), we use the obvious extension of the method defined
in (9.2). That is, we seek uj, € A¥ such that

(dup, dv) — m2(up,v) = (f,v), ve AF. (9.5)

Note that since we have assumed that m? is not an eigenvalue for the contin-
uous problem (9.4), it follows from Theorem 8.4 that m? is not an eigenvalue
for the corresponding discrete problem (9.5) if the mesh parameter h is suf-
ficiently small. In fact the following error bound can be established.

Theorem 9.1. Assume that f € L2A¥(Q) and a real number m > 0 are
fixed. Furthermore, let u € HA®() and uj, € AF be the corresponding
solutions of (9.4) and (9.5), respectively. If the domain  is s-regular, with
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0<s< 1, then for h sufﬁciently small,
u u 1m u v
hilHA > 1 Chs e ﬁ HA>

where the constant C' is independent of h.

Proof. To obtain this result, we follow the proof of Monk (2003b), but
for the case of natural, rather than essential boundary conditions; see also
Monk (1992), Monk and Demkowicz (2001) and Boffi and Gastaldi (2002).
First, subtracting (9.5) from (9.4), and setting e, = u — up, we obtain the
error equation

(dep,,dv) —m2(ep,v) =0, v e Ak, (9.6)
If we choose v = dqg for ¢g € Ai_l, we get
(ep,dg) =0, q¢€ A]fL_l. (9.7)
Letting Qj, denote the HA-projection into AZ, we then obtain from (9.6)
lenll3a = (den, den) —m2{en, ep) + (1 +m?){en, ep) (9.8)

= (den, d(u — Qnu)) —m*(en, u — Qpu) + (1 +m?){en, en)

= (dep, d(u — Qpu)) + (en, u — Qpu) + (1 +m?){en, Quu — up)
= (dep, d(u — Qpu)) + (e, u — Qpu) + (1 +m?){en, Qnen)
< llenllualle = Quullma + (1 +m?*)(en, Quen)-

The main work of the proof is then to estimate the term (e, @Qnen). To
do so, we use the Hodge decomposition to write

en=dp+v, peHAT peB e = dpl* + [0l
and the discrete Hodge decomposition to write
Quen=dpn +vn,  pn € Ay, v € B, [|Quenll” = lldpnl® + Ilvnl.
Then by (9.7),

(en, Qnen) = (en, dpn + ¥n) = (en, ¥n) = (dp,¥n) + (¥, ¥n). (9.9)

We next obtain a bound on |[1]|g. To do so, we define the adjoint variable
z € HAF(Q) satisfying

(do,dz) —m*(z,¢) = (,0), &€ HAY(Q). (9.10)
Since m is not an eigenvalue, z is well-defined, and there is a constant C
such that ||z]|za < C||¢||. Furthermore, since (dq,1) = 0 for ¢ € AF~1 it
follows that (dg,z) = 0 for ¢ € A¥~!. Hence, 6z = 0. Since Trxz = 0 and
is s-regular, z € H*A*(Q) for some s € (0,1] and from (7.19), we have the
estimate ||z]|gsp < C||dz]] < C|¢||. In addition, we see that dz satisfies

6dz = m?z + 1, Trxdz = 0.
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Again using (7.19), we obtain dz € H*A*+1(Q) and
ldz]|mra < Cll6dzllo < Cllm®z + 9|l < C|l¢]-
Using the approximation properties of IIj,, we obtain the estimate
Iz = nzllma < CR*(|12]ls + [[dz]ls) < CR*|]].
Choosing ¢ = 1 in (9.10), and using the fact that dz = 0, and (9.6), we get
[0]1> = (d, dz) — m*(z,¢) = (dep, dz) — m*(z, en)
= (dep, d(z — p2)) — m%(z — Iz, ep)
< Cllenllmallz = Tazlla < CR°[lenlaall]l-
Hence, ||¢|| < Ch®||len| ma, and so

[, n)| < [@llnll < IeN1Qnenll < Ch®|lenFa- (9.11)

It thus remains to bound the term (dp, ¥p,). To do so, we first write 1, =
Yp5+1n, 5, With ¥y, 5 € SZL, and ¢y, ¢ € f)z. Then, by Lemmas 5.10 and 5.9,
we can find x5 € 3" and ys € § satisfying dys = dvn, [xsl < [¥ns]
and (also using (7.19))

[¥ne — Xoll < 11 =TI x5l < CR®|Ixs|ls < CR®||dxs| < Ch*||dubnl],
[4n,5 — xall <11 —Tn)xsll < CR®lIxslls < Ch¥|Ixsll < CR®[|tbn,s]-
Hence,
[(dp, ¥n)| = [(dp, Yns — X6 + Vns — X5)]
< CL¥|ldpll([donll + lvbn.sll) < CREdpl|([|dvn]l + [[¢n]]) (9.12)
< Ch¥|lenl|[|Qnenllma < Ch¥|len]Fia-

Combining (9.8), (9.9), (9.11) and (9.12), we obtain
lenllFia < lenllmalle — Quullaa + (1 +m*)Ch*|len|7-

The theorem follows immediately from this result, provided h is sufficiently
small. 0

9.2. Refined estimates

In the error estimates derived above, the estimates for ||u — up|| and ||d(u —
up)|| are tied together in the HA-norm. It is well known, however, that for
the standard Galerkin method (corresponding to the case k = 0), the error
bounds for ||u — uy|| can be up to one power higher in A than the error for
[ d(u = up)]-

To understand the type of improvement we might hope to get in this more
general case, we use the Hodge decomposition to write the error u — up, =
eq +eg+e; = dg+ ey + es5, where eq € BE ey € 9k es € B*F. and
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g € B*FE-1_ Since |leq + egllzra = [lea + es], we cannot expect to improve
on this part of the error. However, we will establish the following result.

Theorem 9.2. Suppose u € HAF(Q) is the solution of problem (9.1) and
up, € A¥ is the solution of problem (9.2). Further, suppose that the domain

(2 is l-regular and that u —up = dg + eg + €5, where g € ‘%*(k_l), eq € O,
and e5 € B**. Then there is a constant C' independent of h such that

gl < Chllu—unll,  llesll < Chilu — wnlla-
Proof. To obtain the first bound, we observe that by (9.3)
(dg,dzp) = (u—up,dzp) =0, 2z, € Af;l.
Since g € B**~1 | we can define (see (7.3)) 29 € B**~1) such that
(d29,dp) = (g, p), p€ HAFH(Q).
Hence, choosing u = g, we obtain
lgll2 = (d29, dg) = {d(=7 — 2,),dg) < (=¥ — 24) 1w — up.

Choosing zj, = 29, using (7.19), and noting that ddz9 = g and Trxdz9 =
0, we get that

(=9 — 2)l| = [|(Z — TIn)d2?|| < Ch||dz?|lx < Ch[|6d=?|| < Chllg]l.

This establishes the first estimate. To get the second estimate, we now
define 2% € B*F such that

(2 ) a = (es ), p € HAM(Q).
Then, using (9.3), we get
H65H2 = <€57u - uh> = <2’5,'U, - uh)HA

= (2° —p2’,u —wp)a < 112° — T2’ || gallw — wpllma

< Ch([|2°|la + 142 || a) 1 = up -
Again applying (7.19), we find that

12° s < Clldz°]| < Cllesll,

Idz°[|ria < Cll6d2°| < C(lles + [12°])) < Clles].

The result follows by combining these estimates. 0]

We close by remarking that essentially the same result holds, with essen-
tially the same proof, in the case where u is the solution of (9.4) and wy, is
defined by (9.5).
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10. Preconditioning

The purpose of this section is to discuss preconditioned iterative methods
for the discrete Hodge—Laplace problem. Such solvers have been consid-
ered previously for some of the PDE problems that can be derived from the
Hodge—Laplace problem, but to our knowledge not in the full generality pre-
sented here. We will first give a quick review of Krylov space iterations and
block diagonal preconditioners. Thereafter, we will illustrate how the dis-
crete Hodge decomposition enters as a fundamental tool in the construction
of the diagonal blocks of the preconditioner.
The discrete Hodge—Laplace problem can be written as a linear system

Anzn = fn, (10.1)

where the operator Ay, is a self-adjoint operator from X = Azfl X A’fL X 56’,’2
onto its dual X} and f, € X; is given. In the discussion below, we will
consider X; = X}, as a set, but with different norms and inner products.
If systems of the form (10.1) are solved by an iterative method, then the
convergence of the iteration depends on the conditioning of the coefficient
operator Ay. In particular, the convergence rate can be bounded by the
spectral condition number of the operator Ay, cond(Ap), given by

sup Al
inf [A|’

where the supremum and infimum are taken over the spectrum of A;. For
linear operators arising as discretization of operators such as the Hodge
Laplacian, this condition number will typically tend to infinity as the mesh
parameter h tends to zero, leading to slow convergence of the iterative meth-
ods for fine triangulations 7. The standard way to overcome this problem
is to introduce preconditioners.

cond(Ap) = (10.2)

10.1. Krylov space iterations
Consider a linear equation of the form
Az = f, (10.3)

where f € X is given, x € X is the unknown, and A € L(X,X) is a
symmetric operator mapping a Hilbert space X into itself. Furthermore,
assume that A is invertible with A~! € £(X, X). Solutions of equations of
the form (10.3) can be approximated by a Krylov space iteration. For each
integer m > 1 we define K, = K,,,(f) as the finite-dimensional subspace of
X spanned by the elements f, Af,..., A™ 1 f. If A is positive definite then
the approximations z,, € K,, can be generated by the conjugate gradient
method, i.e., T,, is uniquely determined by

<A$m,y>X = <f7y>X7 ?JGX7
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or, equivalently, x,, is the minimizer of the quadratic functional

Fly) = 3 (Av.o)x — (o)

over K,,. Here, (-, -)x is the inner product in X, and | - ||x is the corre-
sponding norm. If the coefficient operator A is indefinite, we can instead use
the minimum residual method, where x,, € K,, is uniquely characterized by

[Azm — fllx = Inf Ay — fllx.

These optimal characterizations of the approximations x,, ensure that the
iterative method converges and that the reduction factor

[ 2m — 2| x
[0 — =[x
can be bounded, a priori, by a function only depending on the number

of iterations, m, and the condition number of the coefficient operator A
given by

cond(A) = [[Allzcx,x) - A7 e ex x)-

However, from a computational point of view, it is also important that
the approximations x,, can be cheaply computed by a recurrence relation.
Typically, only one or two evaluations of the operator A, in addition to
a few calculations of the inner products (-, -)x, are required to compute
ZTm from x,,_1. For more details on Krylov space methods, we refer, for
example, to Hackbusch (1994).

10.2. Block diagonal preconditioners

Our goal is to design effective iterations for the discrete Hodge-Laplace
problem. However, we will motivate the approach by first studying the cor-
responding continuous problem. For simplicity we will assume throughout
this subsection that there are no nontrivial harmonic k-forms, i.e., H* = {0},
since the inclusion of such a finite-dimensional space of multipliers is rel-
atively insignificant for the design of preconditioners. Furthermore, the
boundary conditions are taken to be Trxu = 0 and Trxdu = 0.

The continuous problem

Recall that the Hodge—Laplace problem in mixed form is as follows. Find

(o,u) € HA*1(Q) x HAF(Q) such that
_ k—
(o,7) — (dT,u) =0, TE HAk L), (10.4)
(do,v) + (du,dv) = (f,v), ve HA"(Q),

where f € L2A*(Q) is given. In order to align the description of this system
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with the framework above, we let X = HA*1(Q) x HA*(Q), and H =

L2A*1(Q) x L2A*(Q). Note that any element g = (¢*~1, g*) € H gives rise

to an element of X* by the identification
QC:(T7'Z))0—><9,$>:<gk71,7'>+<gk,’l)>, IE:(T,’U)EX.

In fact, X* can be identified with the completion of H in the dual norm

lgllx«=  sup (g,2).
2€X, |l x=1

In this way we obtain a Gelfand triple
XCHCcCX",

where X is dense in H and H is dense in X*. Furthermore, the duality
pairing between X* and X can be defined as an extension of the H-inner
product, still denoted (-, -).

The system (10.4) can now be formally written in the form

Az = f, (10.5)

where © = (0,—u) € X, f € X* is the functional associated to (0, f) € H
and A: X — X™* is the operator

I dr
A= (d —d*d>'
Here d* = df : L2AM1(Q) — (HAK(Q))* is the adjoint of dy : HA*(Q) —
L2AM1(Q), dee.,
(d*r,w) = (1,dw), 7€ L2AM1(Q), w e HA*(Q)
where, as above, (-, -) is the extension of the inner product on L2A¥(Q) to
the duality pairing between (HAF(Q))* and HAF ().

Note that the operator A is H-symmetric in the sense that if x = (o, u) €
X and y = (1,v) € X, then

(Az,y) = (o, 7) + (do,v) + (d1,u) — (du,dv) = (x, Ay).

On the other hand, the operator A is not positive definite in any sense.
It is a consequence of the discussion in Section 7 (see Theorem 7.2), that
A defines an isomorphism between X and X*, i.e.,

AeL(X,X*) and A7!eL(X* X).

However, since the operator A maps the Hilbert space X into a larger space
X*, a Krylov space iteration for the linear system (10.5) is not well-defined.
Instead we will consider an equivalent preconditioned system of the form

BAx = Bf, (10.6)
where B € £(X*, X) is an isomorphism, i.e., we also have B! € £(X, X*).
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Hence the new coefficient operator B.A is an element of £(X,X) with a
bounded inverse. In order to preserve the symmetry of the system, we will
also require that B is symmetric in the sense that

(Bf,g) = (f,Bg),

and positive definite in the sense that there is a constant C' > 0 such that

If these conditions are satisfied, then the bilinear form (B~!-, ) defines
a new inner product on X, and the coefficient operator BA of (10.6) is
symmetric in this inner product since

(B™'BAz,y) = (Az,y) = (B~ 'z, BAy), z,y€X.

Therefore the preconditioned system (10.6) fulfils all the properties required
such that the minimum residual method can be applied. But observe that
in order to do so, the preconditioner B has to be evaluated at least once for
each iteration.

One possible operator B with all the required properties for a precondi-
tioner is the block diagonal operator operator given by

(I+d*d)~! 0 (T +df_ydpn) ™! 0
( 0 (I+ d*d)—l) - ( 0 I+ d,’gdk)l)

Here the operator (I 4+ d*d)~! € L((HA*(Q))*, HA*(Q)) is the solution
operator defined from the inner product on HAF(Q), i.e., (I+d*d)" f = wif

(W, TV aa = (f,7), 7€ HAF(Q).

Furthermore, any block diagonal operator of the form

_(Bii 0
b= < 0 Bk>’
where B = By, € L(HA*(Q)*, HA¥(Q)) is a preconditioner for the operator
I 4 d*d, will also work. Here an operator B € L(HAF(Q)*, HA¥(Q)) is

referred to as a preconditioner for I + d*d if it is an isomorphism which is
symmetric and positive definite with respect to (-, -).

The discrete problem

The main reason for including the discussion of preconditioners for the con-
tinuous problem above was to use it to motivate the corresponding discus-
sion for the discrete case. Of course, in real computations we need to apply
preconditioners for the discrete problem. In fact, there exist several ap-
proaches to the design of preconditioners for mixed problems such as the
discrete Hodge—Laplace problem, and not all of them are of the form dis-
cussed here. As an example, we mention the positive definite reformulation,
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performed in Bramble and Pasciak (1988), and the use of triangular pre-
conditioners, as discussed in Klawonn (1998). However, here, in complete
analogy with the discussion above, we restrict the attention to block di-
agonal preconditioners, as discussed, for example, in Rusten and Winther
(1992), Silvester and Wathen (1994), Arnold, Falk and Winther (1997q),
and Bramble and Pasciak (1997).

Recall that the discrete Hodge—Laplace problem takes the following form.
For a given f € L2AF(Q), find (o, up) € Az_l x A¥ such that

(op, ) — (dT,up) =0, TE AZ_I,

(dop, v) + (dup, dv) = (f,v), v e Ak, (10.7)

We assume throughout this section that the discrete spaces Alfb_l and A’fL
are chosen such that they are part of one of the discrete de Rham complexes
introduced in Section 5 above.

Let X, = Ai_l X Aﬁ and define an operator Ay, : X; — X by

(Apz,y) = (o, 7) + (do,v) + (d7, u) — (du, dv),

where © = (o,u) and y = (7,v), and, as above, (-, -) is the inner product
on H = L2A*1(Q) x L2A*(Q). The space X; will be equal to X}, as a set,
but with norm given by

lgllx: = sup  (g,2). (10.8)
T€Xp, |lz||x=1

With these definitions, the system (10.7) can be alternatively written as
Anzn = fn, (10.9)

where zj, = (op, —up,) and where fj, € X}, represents the data.

Under the present conditions, the operator Ay, is invertible and symmetric
with respect to the inner product (-, -). Furthermore, since A, maps X}
into itself, a Krylov space iteration, like the minimum residual method, is
well-defined for the system (10.9). On the other hand, it can be shown that
the spectral condition number of Ay, defined by (10.2), will grow asymptot-
ically like h=2 as the mesh parameter h tends to zero. Therefore, such an
iteration will not be very efficient for fine triangulations, and it is also nec-
essary in the discrete case to introduce a preconditioner in order to obtain
an efficient iteration.

If we let Xj, inherit the norm of X = HA*1(Q) x HA*(Q), and the
norm of X is given by (10.8), then it follows from results of Section 7
(see Theorem 7.3), that the norms

Malleox,xn  and 4G eex x,)

are both bounded independently of the mesh parameter h. Therefore, if By
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is another operator on X} such that the norms

HBhHC(X;,X;L) and HBEIHE(X;L,X,*L) (10.10)

are bounded independently of h, then the spectral condition number of the
composition BpAy is bounded independently of h. As above, we can also
argue that if the preconditioner By is symmetric and positive definite with
respect to the inner product (-, -), then the operator By.Aj, is symmetric
with respect to the inner product (Bgl -, -) on Xp,. Hence, the precondi-
tioned system

BnAnxy, = B, fn,

fulfils all the necessary conditions required for applying the minimum resid-
ual method. Furthermore, since the condition numbers of the operators
BnAp are bounded independently of h, the convergence rate will not dete-
riorate as the mesh becomes finer.

As in the continuous case, it seems canonical to construct block diagonal
preconditioners of the form

_(Bg—1n O
Bh—< 0 Bk,h>’ (10.11)

where the operator B, = By : A’fz — A’fL is constructed such that it is
symmetric with respect to the L?-inner product (-, -), and such that there
exists constants c1,co > 0, independent of A, satisfying

c1(B, w,w) < (w,w)pa < 2By lw,w) we A¥. (10.12)

If both operators By_1 , and By, j, occurring in (10.11) satisfy such a spectral
equivalence relation, the corresponding operator B, will satisfy all require-
ments given above. In particular, the norms given in (10.10) will be bounded
independently of h.

Finally, we observe that the preconditioner By, and hence the operators
By,_1 5 and By, 5, have to be evaluated at least once for each iteration. There-
fore, the operators By_1, and By j have to be defined such that they can
be evaluated effectively. The real challenge is to design preconditioners By,
which satisfy (10.12) and which, at the same time, can be evaluated cheaply.
The construction of the operators B, will be further discussed below.

10.3. Constructing effective preconditioners

Motivated by the development above, we will now discuss the design of
preconditioners for the discrete operators I + djdy, i.e., we will construct
By, =: A’fL — AIfL such that the spectral equivalence relation (10.12) holds
and such that Bp can be evaluated cheaply. Before doing so, we note the
correspondence between the operators I + d*d = I + djd and well-known
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differential operators in the three-dimensional case, if the k-forms are iden-
tified with the associated proxy fields.

The operators I + d*d

Consider the case n = 3, and identify k-forms by their associated proxy
fields, as described in Section 2.3 above. If we consider the case k = 0, then
0 forms correspond to real-valued functions and the inner product (w, u) ga
to the standard inner product of H'(Q) given by

(w, 1) + (gradw, grad ).

Furthermore, I 4 djdg corresponds to I — divgrad = I — A. Here A is the
standard Laplace operator on scalar functions, and (-, -) the inner product
in L2(Q). If k =1 and w, u € HA'(Q) are identified with vector fields, then
(w, 1) gA becomes

(w, p) + {curlw, curl p),

and I + djd; is represented by I + curlcurl. For k = 2, the inner product
corresponds to

(w, 1) + (divw, div p),

and I + d5dy is represented by I — graddiv. Finally, for £ = 3 the inner
product is simply the L?-inner product and I + djds reduces to the identity
operator.

Note that I + djdo corresponds to a standard second-order elliptic dif-
ferential operator. In fact, the modern preconditioning techniques built
on space decompositions, such as domain decomposition and multigrid al-
gorithms, are tailored to operators of this form. On the other hand, the
differential operators corresponding to I + djdy, for £ = 1 and k = 2, are
not standard second-order elliptic operators. For example, the operator
I + curl curl behaves like a second-order differential operator on curl fields,
but degenerates to the identity on gradient fields. The operator I — grad div
has similar properties. These properties just mirror the fact that the oper-
ator I + djdy is the identity operator on B*, but acts like a second-order
differential operator on 3.

It is well known that the simplest preconditioners constructed for dis-
cretizations of standard second-order elliptic operators will not work for the
operators I 4 curlcurl and I — graddiv. In fact, it seems that a necessary
condition for the construction of optimal preconditioners is the existence
of proper Hodge decompositions for the discrete spaces. Early work on
this topic in two and three space dimensions can be found in Vassilevski
and Wang (1992), Hiptmair (1997, 1999b), Hiptmair and Toselli (2000) and
Arnold, Falk and Winther (19975, 2000). Here we shall indicate how such
a construction can be carried out for general n and k using the spaces A’fL
introduced above.



114 D. N. ArnoLD, R. S. FALK AND R. WINTHER

The discretization of the operator I 4+ d*d

As approximations of the differential operator I+d*d, we define the operator
Ay AZ — (A]Z)* = A’fL by

(Apw,7) = (W, T)HA, TE AZ. (10.13)

The operator Ay, is symmetric and positive definite with respect to the L2-
inner product (-, -). Note that the inequalities (10.12) are equivalent to
the statement that the spectrum of the operator A,:lBg 1 is contained in
the interval [c; 1,01_1]. This is again equivalent to the property that the
spectrum of By Ay, is contained in the interval [c;, o], or

c|wl[Fa < (BrApw,w)ma < eal|w|Fa, w € AL

A two-level preconditioner

Let 73 be the triangulation of 2 used to construct the finite element space
AfL. Assume further that 7}, is obtained from a refinement of a coarser trian-
gulation 7, where the mesh parameter hg > h. If A’,io is the corresponding
subspace of HA*(Q), constructed from the same polynomial functions as
A’,i, then A’fLO C AfL. In fact, we obtain a commuting diagram of the form

0— A% L Al

I m

0— A9 —il—> Al —ii—> —E—> A" — 0
ho h() hO ’

4oL A o

where the projection operators Hf;o are the canonical interpolation projec-
tions onto the spaces A’fLO.
The inverse of the discrete operator Ap, : Aflo — Ako, defined by (10.13)

with AZ replaced by Ako, will be used to define the two-level preconditioner
By, for the operator Aj. Furthermore, we will assume that the coarse mesh
71, is not too coarse, in the sense that there is a constant C' > 0, independent
of h, such that

ho < Ch. (10.14)
The following two-level version of the dual estimate of Theorem 9.2, which

is a generalization to n dimensions of Propositions 4.3 and 4.4 of Arnold,
Falk and Winther (2000), will be useful below.

Theorem 10.1. Suppose that the domain is convex or, more generally,
I-regular (see (7.19)), and that (10.14) holds. Suppose further that w € A¥
satisfies

(W, T)gA =0, TE€ Aﬁo
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and has the discrete Hodge decomposition

W= wqh +wsp = doy + wsp,

)L

where o, € 3,(lk_1 ,and wsp € SIﬁ-. Then there is a constant ¢, independent

of h, such that

lonll < chllw]] and lwsnl < chllw|[ma-
Proof. 'The orthogonality condition implies that

(dop,dp)y =0, pe A
Introduce u € B(k_l)L as the solution of
(du,dv) = (op,v), v e 3FEDL

Then du € HA*(Q) N H*A¥(Q) = HA*(Q), with ddu = 0. Therefore,

low|? = (dow, du) = (doy, (I — T0},) du)

< chldopllldullgra < chljwllllonl,

which shows the first bound. For the second bound, we compare the discrete
Hodge decomposition of w, given above, with the corresponding continuous
decomposition

w=do+ws, o€ S(k_l)L, ws € 3+

Then ws € H'A*(Q) with [Jws||g1a < c||w|ma. Furthermore, from Theo-
rem 9.2, we obtain

|ws|| < Chl|w||ma-
Since dws = dws p,, we get by Lemma 5.10 that
[ws,p — wsl| < Chllws||gia < Chl|w]|ma- [

In order to simplify the notation, we will simply write Ag instead of Ay,
and Af instead of Aﬁo. Furthermore, we let Py = Py, : HAF(Q) — Af and
Qo = Qn, : L>A*(Q) — A be the orthogonal projections with respect to
the inner products (-, -)ga and (-, -), respectively. With this notation it
is straightforward to verify that

APy = QoAp.

In order to construct the preconditioner Bj, we will need a smoothing
operator Ry, : Ai — Afl. (Note that in the context of preconditioners, a
smoothing operator refers to an approximate inverse, typically computed
by a classical iteration, and is not related to the mollification procedure dis-
cussed in Section 5.4.) Typically, the operator R, will approximate A}_Ll, but
with high accuracy only on a part of the space. More precisely, the operator
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Ry, is assumed to be symmetric and positive definite with respect to (-, - ).
In addition, we assume that there is a positive constant ¢y, independent of
h, such that

(R, 'w,w) < collwlFa, w € (I — Po)Af, (10.15)
and that R;, satisfies
(RpApw,w)a < ||lwl|)a, we AR (10.16)

The first condition states that the smoothing operator Ry, approximates Ay
well for highly oscillating functions (orthogonal to the coarse space Af),
while the second condition states that Ry is properly scaled.

The two-level preconditioner By, : AfL — Aﬁ is defined as w — Bpw = 03
where o1, 09, 03 is defined by the following algorithm:

(i) o1 = Rpw,
(ii) 092 = 01 —AalQo(Ah(Tl —w),
(iii) 03 =092 — Rh(AhO'Q — w).

In steps (i) and (iii), the smoothing operator R}, is evaluated, while in
step (ii), we must find the solution g € A of the discrete problem

<M077>HA = <01,7>HA - (w,T>, T E A’S.

Therefore, in order to evaluate the preconditioner By, approximating A,:l,
Ry, is evaluated twice, and Ay, and Aj 1 once.

Such a two-level algorithm as presented here may not be very efficient,
since it is usually necessary to assume that condition (10.14) holds. As a
consequence, the linear system associated to Ag is not much smaller than the
system associated to Ap. Therefore, in most practical computations a multi-
level algorithm should be used. Such an algorithm is defined by using the
algorithm above recursively, where the operator Ay Lis replaced by the use of
the two-level algorithm at the coarser level, and repeated until a sufficiently
small system is obtained. However, for the theoretical discussion here, where
the main purpose is to discuss how the discrete Hodge decomposition for
the spaces A’fL enters into the construction of the smoothing operators Ry,
the two-level algorithm is sufficient. We will therefore restrict the discussion
here to the two-level algorithm above.

Properties of the preconditioner By,

In the rest of this section, only the discrete spaces will occur. For simplicity
of notation, we will therefore drop the subscript h, and just write A*¥, A, B,
and R instead of AZ, Ap, By, and Ry. It is a simple computation to show
that the two-level preconditioner B satisfies the identity

I — BA= (I - RA)I — Py)(I — RA). (10.17)
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Furthermore, all the eigenvalues of BA are contained in the interval [1/¢g, 1],
where ¢ is the positive constant appearing in (10.15). This is a consequence
of the theorem below, which is a two-level version of a pioneering result first
proved in Braess and Hackbusch (1983).

Theorem 10.2. If the assumptions (10.15) and (10.16) hold, then the
two-level preconditioner B : AF — AF defined above satisfies

1
0< <(I — BA)w,w>HA < <1 — C_> HwHHA, w € Ak.
0

Proof. The left inequality follows since (10.17) implies that
(I = BA)w,w)gn = ||(I = P)(I — RA)w|[F5 > 0.

Let 7 € (I — Py)A*. To obtain the right inequality, we note that it follows
from (10.15) and the Cauchy—Schwarz inequality that

(RAT, 7Y ma > gt |171 A (10.18)
This follows since
Irli7a = (R™1/?7, RV Ar)
< (R 'r, T>1/2<RAT, 7')114/2\
< colI7lma (RAT, 7).

Note that the operator —RA is symmetric with respect to the inner product
(-, -)mA, and as a consequence of (10.16), positive semidefinite. Therefore,
we obtain from (10.18) that

I(Z = RA)TIIFin = I7l7a — (21 = RA)RAT, T) 1A

< |I7ll5a — (RAT, TY A

1
< (1==)lI7lEa.
< (1= 2 )l

This final inequality further implies that
1
I - RAYE = Ry < (1= 2 lulln, - w € 4%

In other words, the operator norm |[|(I — RA)(I — Po)llz(mak (o), max©)
is bounded by 1 — 1/cy. Hence, the corresponding norm of the adjoint
operator, (I — Py)(I — RA) admits the same bound, and this is equivalent
to the lower bound. O
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Schwarz smoothers

The main challenge in obtaining effective preconditioners for the discrete
operator A : A¥ — AF is the construction of the smoothing operator R.
In fact, it is only in this part of the construction that the special properties
of the operator A and the discrete spaces AF will enter. We will consider so
called Schwarz smoothers. These smoothers will be defined from a collection
of subspaces {AgC }ity of A*. We will assume that

A’“:ZA?

J=1

in the sense that all elements w € A* can be written as w = Zj wj, where
wj € A?. The decomposition is not required to be unique. The spaces A?
should be of low dimension, independent of the triangulation 7. In fact,
frequently they are taken to be generated by a single basis function.

From the family of subspaces {A?}, we can construct two different smooth-
ing operators, usually referred to as the multiplicative and the additive
Schwarz smoother. The multiplicative Schwarz smoother is given by the
following algorithm. Define Rw = g, where o¢ = 0,

O’jZO'j_l—Pj(O'j_l—A_lw), i=12,...,m,
0j =0j-1— P2m+1_j(0j_1 — A_lw), j=m+1m+2...,2m.

Here P; is the HA-orthogonal projection onto A?. Note that if A; is the
representation of A on Ag‘?, defined from (10.13) with A* replaced by Af,
and @, is the L?-orthogonal projection onto Aé?, then PjA_1 = A;le.
This shows that that in each step of the algorithm above, only the ‘local
operator’ A; has to be inverted.

The corresponding additive smoother is given as a suitable scaling of the
operator R, = > P;A~!. For simplicity, we will restrict the discussion
here to the multiplicative Schwarz smoother. This smoothing operator will
always satisfy the condition (10.16). In fact, it is straightforward to verify
that

(I = BA)w,wya = (I — Pp) -+ (I — P)w, (I — Pp) -+ (I — P)w)ua > 0.

Furthermore, the first condition can be verified by applying the following
result.

Theorem 10.3. Suppose that the subspaces {A;‘:} of A* satisfy the two
conditions

m m 1/2 / m 1/2
ZZ Wi, T HA\<a1(ZHwZHHA> (ZHTJ-H%A) . (10.19)
i=1 j=1 J=1

=1
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where w; € Af and 7; € A;?, and

m
inf 3 lwillin < asllwln, we (I— R)AL, (10.20)
wi NS LT
o= i i=1
for some positive constants a; and as. Then the corresponding multiplica-
tive Schwarz smoother satisfies condition (10.15) with co = a?as.

The second condition here is frequently referred to as a stable decom-
position property. This condition is in fact closely related to the additive
Schwarz operator R, by the relation

m
(Ry'w,w) = inf " [lwi[Fa-
(.L)Z'G/\iiC i—1
w=>"w;
Furthermore, the first condition can be used to obtain the bound
(Row,w) < a2 (Rw,w).

In fact, results of this type can be found in many places, i.e., in Bramble
(1993), Dryja and Widlund (1995), Smith, Bjgrstad and Gropp (1996), Xu
(1992): see also Section 3 of Arnold et al. (2000). We will therefore not give
a proof here.

The choice of space decomposition

Let {€;} be the subsets of Q defined by
Q;={ze€Q|suppw C Qj,w GA?}.

Note that if A;? is generated by a single basis function, then any point of
2 will only be contained in a finite number of the subdomains €2;, and the
number of overlapping subdomains will not grow with h. The same property
will hold if the spaces A? are generated by a fixed number of neighbouring
basis functions. Furthermore, the constant a; appearing in (10.19) can be
bounded by the sum of the characteristic functions of the domains €2;. So
for a locally defined Schwarz smoother, the constant a; will be a prior:
bounded independently of h.

The stable decomposition property, (10.20), is harder to fulfil. For the
rest of this section, let Ff be the one-dimensional subspaces of A¥ generated
by each basis function. Then, for any w € A* the decomposition

w = Zwi, w; € Ff,
i

is unique. Furthermore, by using a scaling argument, we have

Do llwill® < Cillw]® and dw]] < Crh™lwil) (10.21)
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for each w € A¥, where the constant C; is independent of h.

Consider first the case k = 0 and assume that the hypotheses of The-
orem 10.1 hold. It follows from the standard duality argument of finite
element theory that for all w € (I — Py)AY, which are orthogonal to con-
stants, we have the estimate

lw|| < chlldw]]. (10.22)

In fact, this result is also contained in Theorem 10.1. The property (10.22)
reflects the fact that the elements of (I — Py)A° are highly oscillating func-
tions. However, estimate (10.21) gives

m
D llwillfia < Cih~2wl?,
i=1

and therefore (10.22) implies that (10.20) holds.

Consider next the case when 1 < k < n. Of course, in this case we can
not expect the bound (10.22) to hold in general, since the L?-norm and
the HA-norm coincide on 3*. Instead we have to rely on the estimates
given in Theorem 10.1. Hence, it seems necessary that the discrete Hodge
decomposition will enter the construction.

The smoothers introduced by Vassilevski and Wang (1992) in two space
dimensions, and Hiptmair (1997) in three dimensions use the decomposition

dodrit4york (10.23)
i j

of A*. This decomposition is stable. In order to see this let w € (I — Py)AF
be decomposed as

w=do + ws :Zd0i+zwé,j7
i J

where o and wg are as in Theorem 10.1, o; € Ff_l and ws; € F";. Using the
estimates from (10.21) and Theorem 10.1, we now have

D lldoil® + > lwsllifia < ch=2(llo]* + lwsl®)
i j
< cl|wlfFa

which shows (10.20).

As an alternative to the decomposition (10.23), which employs the basis
functions of both the spaces A¥~1 and A*~!, the construction carried out
in Arnold et al. (2000) only utilizes the basis functions of the space A*.
However, the subspaces will then not be one-dimensional, since one has to
make sure that all the spaces de_l are contained in at least one subspace.
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This will typically lead to the property that a low (< 10)-dimensional linear
system has to be solved for each step of the Schwarz algorithm. We refer to
Arnold et al. (2000) for further details.

11. The elasticity equations
11.1. Introduction

The equations of linear elasticity can be written as a system of equations of

the form
Ao = eu, dive = f in Q. (11.1)

Here the unknowns ¢ and u denote the stress and displacement fields en-
gendered by a body force f acting on a linearly elastic body which occupies
a region 2 C R", with boundary 9€2. Then o takes values in the space
S =Ry of symmetric second-order tensors and u takes values in V = R".
The differential operator € is the symmetric part of the gradient, div denotes
the divergence operator taking tensor fields to vector fields, and the fourth
order compliance tensor A = A(x) : S — S is a bounded and symmetric,
uniformly positive definite operator reflecting the properties of the mate-
rial at each point. If the body is clamped on the boundary 0f2 of €2, then
the proper boundary condition for the system (11.1) is u = 0 on 0€2. For
simplicity, this boundary condition will be assumed throughout most of the
discussion here. However, there are issues that arise when other boundary
conditions are assumed (e.g., traction boundary conditions on = 0). The
modifications needed to deal with such boundary conditions are discussed
in Section 11.7.

The system (11.1) can be formulated weakly in a number of ways. One
is to seek o € H(div,(;S), the space of square-integrable symmetric tensor
fields with square-integrable divergence, and u € L?(Q;V), satisfying

/(AG:T+diVT'U)d£C:O, T € H(div,;S),
@ (11.2)

/diva'vdx:/ fodz, wveL*(Q;V).
Q Q

A second weak formulation, that enforces the symmetry weakly, seeks o €
H(div,Q;M), u € L*(Q; V), and p € L?(Q; K) satisfying

/(AJ:T—!—diVT-u—i—T:p)dm:O, T € H(div,Q; M),

Q
/diva-vdxz/fvda:, ve LA(Q;V), (11.3)
Q Q

/U:qu:O, q € L*(;K),
Q
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where M is the space of second-order tensors, K is the subspace of skew-
symmetric tensors, and the compliance tensor A(z) is now considered as
a symmetric and positive definite operator mapping M into M. In the
isotropic case, the mapping o — Ao has the form

Ao 1( _A (@1),

=_—|o- t
21 7 2u+n)\r

where A(x), u(z) are positive scalar coefficients, the Lamé coefficients.

Stable finite element discretizations with reasonable computational com-
plexity based on the variational formulation (11.2) have proved very diffi-
cult to construct. In two space dimensions, the first stable finite elements
with polynomial shape functions were presented in Arnold and Winther
(2002). For the lowest-order element, the approximate stress space is com-
posed of certain piecewise cubic functions, while the displacement space con-
sists of piecewise linear functions. In three dimensions, a piecewise quartic
stress space is constructed with 162 degrees of freedom on each tetrahedron
(Adams and Cockburn 2005). Another approach which has been discussed
in the two-dimensional case is the use of composite elements, in which the
approximate displacement space consists of piecewise polynomials with re-
spect to one triangulation of the domain, while the approximate stress space
consists of piecewise polynomials with respect to a different, more refined,
triangulation (Fraeijs de Veubeke 1965, Watwood and Hartz 1968, Johnson
and Mercier 1978, Arnold, Douglas and Gupta 1984b).

Because of the lack of suitable mixed elasticity elements that strongly
impose the symmetry of the stresses, a number of authors have developed
approximation schemes based on the weak symmetry formulation (11.3): see
Fraeijs de Veubeke (1965), Amara and Thomas (1979), Arnold, Brezzi and
Douglas (1984a), Stenberg (1986, 1988a, 1988b), Arnold and Falk (1988),
Morley (1989), Stein and Rolfes (1990) and Farhloul and Fortin (1997). Al-
though (11.2) and (11.3) are equivalent on the continuous level, an approxi-
mation scheme based on (11.3) may not produce a symmetric approximation
to the stress tensor, depending on the choices of finite element spaces.

In this section of the paper, we build on the techniques derived in the
previous sections to develop and analyse finite element approximations of
the equations of linear elasticity based on the mixed formulation (11.3)
with weak symmetry. The basic ideas first appeared in Arnold, Falk and
Winther (2006¢) in two dimensions and Arnold, Falk and Winther (2005)
in three dimensions.

In order to write (11.3) in the language of exterior calculus, we will use
the spaces of vector-valued differential forms presented in Section 6. The do-
main €2 is a bounded open set in R, V = R" denotes its tangent space at any
point, and K = V AV the space of bivectors defined in Section 2.1, which is
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identified with the space of skew-symmetric linear operators V. — V. As
explained in Section 6, it is natural to seek the stress o in the space
A"1(Q; V), so that if T is an (n — 1)-dimensional surface embedded in
Q, e.g., a portion of the boundary of a subdomain of €2, then Jp o is a vec-
tor representing force. The Hodge star operator then represents the stress
by xo € AY(Q;V), which means it defines a linear operator V. — V (i.e., a
second-order tensor or matrix) at every point: this is the classical represen-
tation of stress. In Proposition 6.1, we showed that the operator S = S,,_1 :
A"HQ; V) — A"(Q; K) defined in (6.2) corresponds (up to a factor of £2)
to taking the skew-symmetric part of its argument. Thus the elasticity prob-
lem (11.3) becomes: find (o, u,p) € HA"1(; V) x L2A™(Q; V) x L2A™(; K)
such that

(Ao, 7) + (d1,u) — (ST,p) =0, TC HA"_I(Q;V),
(do,v) = (f,v), ©ve L*A™(;V), (11.4)
(So,q) =0, q € LQA”(Q; K).

This problem is well-posed in the sense that, for each f € L2A™(2;V), there
exists a unique solution (o, u, p) € HA"1(Q; V) x L2A™(Q; V) x L2A"(Q; K),
and the solution operator is a bounded operator
LEA™M(; V) — HA"H(Q; V) x L2A™(Q; V) x L2A™(; K).
This will follow from the general theory of such saddle point problems
(Brezzi 1974) once we establish two conditions:
(W1) ||7||%5 < c1(AT,7) whenever 7 € HA"1(€2; V) satisfies (d7,v) =0
Yo € L2A"(Q; V) and (ST,q) = 0 Vg € L?A"(Q; K),
(W2) for all nonzero (v, q) € L2A™(Q2; V)x L?2A™(£2;K), there exists nonzero
T € HA" 1 (Q; V) with (d7,v) — (S7,9) > c2|I 7| ma(llv]l + llal),
for some positive constants ¢; and cy. The first condition is obvious (and
does not even utilize the orthogonality of S7). However, the second condi-
tion is more subtle. We will verify it in Theorem 11.1 below.

We next consider a finite element discretizations of (11.4). For this, we
choose families of finite-dimensional subspaces A}~(V) ¢ HA™1(Q;V),
AM(V) € L2A™(; V), and A(K) C L?A™(9;K), indexed by h, and seek the
discrete solution (o, up, pr) € A~ H(V) x AP(V) x A%(K) such that

(Aop, ) + (d7,up) — (ST,pp) =0, TE AZ_I(V),
(dop,v) = (f,v), veALV), (11.5)
(Son,q) =0, q € AR (K).

In analogy with the well-posedness of the problem (11.4), the stability of the
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saddle point system (11.5) will be ensured by the Brezzi stability conditions:

(S1) |I7l1% 4 < c1(AT,7) whenever 7 € Az_l(V) satisfies (dr,v) =0
Vo € AP(V) and (ST, q) =0 Vg € A} (K),

(S2) for all nonzero (v,q) € A} (V) x A7 (K), there exists nonzero
€ ApTH(V) with (dr,v) — (S7,q) > 2| 7|l za(llvl + llql]),

where now the constants ¢; and ¢o must be independent of h. The difficulty
is, of course, to design finite element spaces satisfying these conditions.

Just as there is a close relation between the construction of stable mixed
finite element methods for the approximation of the Hodge Laplacian and
discrete versions of the de Rham complex, there is also a close relation
between mixed finite elements for linear elasticity and discretization of an
associated complex, the elasticity complex, which will be derived in the next
subsection. The importance of this complex for the stability of discretiza-
tions of elasticity was first recognized in Arnold and Winther (2002), where
mixed methods for elasticity in two space dimensions were discussed. It
turns out that there is also a close, but nonobvious, connection between
the elasticity complex and the de Rham complex. This connection is de-
scribed in Eastwood (2000) and is related to a general construction given in
Bernstein, Gel'fand and Gel’fand (1975), called the BGG resolution (see also
Cap, Slovdk and Souéek (2001)). In Arnold et al. (2006¢) (two dimensions)
and Arnold et al. (2005) (three dimensions), we developed a discrete ver-
sion of the BGG construction, which allowed us to derive stable mixed finite
elements for elasticity in a systematic manner based on the finite element
subcomplexes of the de Rham complex described earlier. The resulting ele-
ments in both two and three space dimensions are simpler than any derived
previously. For example, as we shall see, the simple choice of P;A"~1(7},; V)
for stress, PoA"(73,; V) for displacement, and PyA™(7; K) for the multiplier
results in a stable discretization of the problem (11.5). In Figure 11.1, this
element is depicted in two dimensions with a conventional finite element
diagram that portrays the degrees of freedom on a triangle: for stress the
first two moments of its trace on the edges, and for the displacement and
multiplier, their integrals on the triangle (two components for displacement,
one for the multiplier). Moreover, this element is the lowest order of a fam-
ily of stable elements in n dimensions utilizing P.A""1(7,;V) for stress,
Pr_1A"(Ty; V) for displacement, and P,_1A"(7p; K) for the multiplier.

In this section we shall basically follow the approach of Arnold et al.
(2006¢) and Arnold et al. (2005), but with some simplifications, and in a
manner which works in n dimensions. In Section 11.2, we show how an
elasticity complex with weakly imposed symmetry can be derived from the
de Rham complex. For the convenience of readers more familiar with the
classical notation for elasticity, in Section 11.3 we specialize to the cases
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I

Figure 11.1. Approximation of stress, displacement, and
multiplier for the simplest element in two dimensions.

n = 2 and n = 3 and translate our results from the language of exterior
calculus to the classical notation. In Section 11.4, we give a proof of the
well-posedness of the mixed formulation of elasticity with weak symmetry
for the continuous problem, as a guide for establishing a similar result for
the discrete problem. In Section 11.5, we derive discrete analogues of the
elasticity complex obtained in Section 11.2, beginning from discrete ana-
logues of the de Rham complex, and identify the required properties of
the discrete spaces necessary for this construction. These results are then
used to establish the main stability result for weakly symmetric mixed fi-
nite element approximations of the equations of elasticity in Section 11.6.
In Sections 11.7 and 11.8, we show how our results can be extended to the
equations of elasticity with traction boundary conditions and also to obtain
some simplified elements.

11.2. From the de Rham complex to the elasticity complex

In this subsection we derive the elasticity complex in n dimensions starting
with the de Rham complex. Our derivation is strongly influenced by the
derivation given in Eastwood (2000) in three dimensions, although we have
rearranged it substantially and, moreover, obtain a different complex which
is the appropriate one when the symmetry of the stress is imposed weakly.
The derivation is such that in Section 11.5 we are able to mimic it on the
discrete level and so obtain finite element subcomplexes of the elasticity
complex from corresponding finite element subcomplexes of the de Rham
complex.

We start with the Cartesian product of two vector-valued de Rham com-
plexes, as in (6.1), one with values in V and one with values in K. Letting
W := K x V and writing A¥(W) for the more cumbersome A*(Q;K) x
AF(Q; V), we have the starting complex:

) G2

0 — AO(W) —% AL(W)

Gy

A" (W) — 0. (11.6)

Here the two d operators in the diagonal matrices represent d ® idx and
d®idy, respectively. The elasticity complex will be realized as a subcomplex
of an isomorphic image of this complex.
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Define K = K}, : A¥(Q; V) — A*(Q;K) by
(Kw)z(vi,...,v5) = X(2) Awg(vi, ..., vg).
where X (z) € V is the vector corresponding to = as in Section 3.2. Set

S = dK — Kd, or, more precisely, Sy = dp 1K — Kpi1dy @ AF(Q;V) —
AFFL(Q;K). Since d? = 0, it follows that

dS+Sd=0. (11.7)
Next, we define an isomorphism ® = &, : AF(W) — A*(W) by
D(w, p) = (w+ Kp, p),

with inverse given by

(I)il(w’ M) = (w - K%M)v
and an operator A = Aj : AF(W) — AFL(W) by A = &dd~!. The
operator A has a simple form. Using the definition of ®, we obtain for
(w, 1) € AR(W),
Alw,p) = @ od(w — Kp, p) = ®(dw — dKp, dp) = (dw — Sp, dp).
By construction, Ao A =0, and ® is a cochain isomorphism from (11.6) to
the complex

A ..

0 — AO(W) 25 AL(W) 2 - A An(W) — 0. (11.8)

Using the definition of the exterior derivative, the definition of K, and
the Leibniz rule, we obtain

k+1

(Skw)a(v1, -+ vkg1) = Y (=1 oy Awg(vr, o, By, vg),
j=1

so Sy is precisely the operator defined in (6.2) of Section 6, applied pointwise.
As shown in that section, the operator S, 2 : A"2(Q; V) — A" 1(Q;K) is
an isomorphism. This will be crucial to the construction.
To proceed, we define
"2 = {(w,p) € A"2(W) | dw = Su},
"= {(w,p) € A"HW) [w=0},
with projections 7772 : A" 2(W) — I 2 and 7"~ ! : A" }(W) — !
given by
7w, p) = (@, Sy tpdw), TN (w, ) = (0, 4 S Tow).
Using (11.7), it is straightforward to check that .4 maps A" ~2(W) into I'"~2
and I'"2 into I'"~!, so that

0— AOW) 2 . A An3 (W) 2 2 A prel A An(w) 0
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is a subcomplex of (11.8). Moreover, the diagram

A A3y A AW DS ARLW) S AR (W) — 0

T =

e A A”*3(W) i> =2 i) -1 i> An(w) =0
commutes, and as each of the vertical maps is a projection, they induce a
surjective map on cohomology. Now we introduce the obvious isomorphisms

A" K) 2T wies (w, S, dw),

and
AHQ V) 2T e (0, p).

Then the bottom row of (11.9) becomes

0— AOW) 2 ... A An3(w) (d=Sn-3) A"2(Q: K)

doS; ! 0d (=Sn_1,d)
_— _—

T

AL, V) A" (W) — 0. (11.10)
We refer to the complex (11.10), or at least terms of degree n — 3 through
n, as the elasticity complex. Since the highest-order de Rham cohomology
group of £ vanishes, it follows from the construction that the same holds
true for the highest-order cohomology group of the elasticity complex. The
same is true for the L? version of the elasticity complex, and this is what is
needed to show the well-posedness of the problem (11.4). We show this in
Section 11.4.

11.8. Connections to 2D and 3D elasticity complezes

In this subsection, we consider the special cases n = 2 and n = 3 and identify
the elasticity complex with a complex consisting of spaces of scalar-, vector-,
and tensor-valued proxy fields, i.e., fields with values in R, V = R", and
M :=V ® V, and mappings which are differential operators.

Our tools for making the identifications are simple.

(1) Algebraic 1-forms may be identified with vectors via the Riesz map j
induced by the inner product in V. In this way Alt'V = V and
AltH(V; V) = M.

(2) In 2D the Hodge star operation provides isomorphisms Alt?V 5 R
and Alt' V5 Alt' V. In 3D it provides isomorphisms Alt? V 5 R and
Alt?V 5 Al Y,

(3) In 2D the Hodge star operation for multivectors (which in this subsec-
tion we denote ®) provides an isomorphism from K 9. R. In 3D the
isomorphism is from K % .
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If we use a positively oriented orthonormal basis e; and dual basis x;, these
isomorphisms are as follows.

(1) da; R e; and ejdx; R e ® ej.
(2) 2D: dzq A daxe 2 1 and doq & dao, das s —dag;
3D: dx1 A dao A daxsg 1 and dx1 A dzo R dzs, dxy A dxg LN —dxo,
dxo A dxsg s dx;.
(3) 2D: e; Ney %, 1 3D: e1 N\ ey R e3, etc.
As an example, we compute the operator V — V in two dimensions which

corresponds to the map Sy : V — Alt}(V;K) after identifying the last space
with V via ®, x, and j. Now

(Soe1)(v) =v Aep = [dzi(v)er + dza(v)ea] Aer = —er A eadra(v),
so Sper = —eq A eadxo. Thus, after the identifications, we compute the
image of ey as
el N —e1 A egdas 2, —dzy & day N e1.

Similarly es +— es. Thus, modulo these isomorphisms, the map Sy is simply
the identify V — V.

The elasticity complex in two dimensions
In the case n = 2, the elasticity complex is

dooSy 'odo (—81,d1)T
_— _—

0 — A% K) AL (; V)

Using the listed isomorphisms, we can convert the spaces of differential
forms to function spaces:

A*(Q;K) x A%(Q; V) — 0.

A2 K) = A%(Q) = C™(9),

ANQ; V) 5 AN V) L (M),
A2 (O K) 5 A K) = C°(9;K)
A2 V) 5 AY(Q; V) = C(Q; V).

I

In this way, the elasticity complex becomes

(skw,div)T
ey

0— C®(Q) L c*(Q; M) C(Q;K) x C*°(Q; V) — 0.

Indeed, we have already seen that the operator S; corresponds to a con-
stant multiple of skw, and that the operator d; corresponds to the tensor
divergence (i.e., the map v ® w — (divv) ® w). So we need only clarify
the operator J which corresponds to dg o .S Lo dy. Identifying A(Q;K)
with C®(Q;V) via ®, *, and j, we find that do : A°(Q;K) — AL K)
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corresponds, as usual, to the operator curl : C*°(Q) — C*>°(;V) and the
operator dg : A%(Q; V) — AL(©; V) to the corresponding operator on vectors
curl : C®°(Q; V) — C*(;M) given by curl(ge;) = (curl¢) ® e;. Also, we
have seen, modulo these identifications, that Sy corresponds to the identity
operator on C*°(€2; V). Thus we conclude that the operator J correspond-
ing to dg o Sy ' ody is curlcurl : C®(Q) — C°°(Q; M). Written in terms of
the usual basis on V, it is given by

0% 8%

. o2 0x10x2
T0=1_ o At
0x10x2 8$12

The elasticity complex in three dimensions
When n = 3, the elasticity complex (11.10) is
0 — AO(QK) x A0(Q; V) L5,
dloSflodl
—_—

A K)
A2(Q' V) (=S2,d)"

We shall show that this corresponds to

A3 K) x A3(Q; V) — 0. (11.11)

0 — C®( V) x CF(K) &2, oo M)

(skw,div)T
e

L o M) C®(LK) x C®(Q; V) — 0, (11.12)

where the operator i represents the inclusion of K into M, and the operator

J is a second-order differential operator which will be defined below. More

precisely, if the spaces in (11.11) are mapped isomorphically onto the cor-

responding spaces in (11.12) using the three classes of isomorphisms listed

at the start of this subsection, then the maps in (11.11) correspond via

composition to the maps shown in (11.12), up to nonzero constant factors.
The correspondence between the last parts of the sequences

(—S2,d2)T
-~ =,

A%(Q;V) A3(Q;K) x A3(Q; V)

and
(skw,div)T

C*(Q; M) C® (G K) x C°(; V)

is straightforward. We have already seen that Sy corresponds to a multiple
of skw and that do corresponds to the tensor divergence.
The correspondence between the first parts of the sequences

AV K) x A°(Q; V) L0750, A1 k)

and

C®(Q; V) x C®(0;K) E2, oo M)
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is similar. It is easy to see that dg corresponds to the vector gradient,
and we can follow the basis elements through the mappings to see that Sy
corresponds to the inclusion ¢. For example, on the basis element e; A ey =
e1 ®ex — ez ® e, we get

s .
e1/\ea l@ es3 =2, e1Nesdxi+eaNes drs & —eg dx1+e; dao R e1Reg—esR®e.

In order to identify the operator J corresponding to d; oS;1 ody, consider
the diagram

—1

AY(Q;K) A2(QK) 2 AN Q) A2(Q; V)

o | i| -

(M) <L oo M) L ooy M) UL oo M).

d1 dl
— —

We have indicated the operators corresponding to the two occurrences of d;.
As is easy to check, they are both occurrences of the tensor curl, f ® e¢; —
curl f ® e; for any smooth vector field f. We have also denoted the operator
corresponding to S1, namely jx ®S515 !, by Z. We now compute = using a
basis. Since

Si(erdzy) (v, w) = v Aepdry(w) —w A e deg(v)
= eg A ep daa(v)dry (w) + es A eq dzg(v)dey (w)
—eg A ep dag(w)dzi(v) — es A eg deg(w)day (v)
= (e1 ANegday Adzg + e A esdry Adas) (v, w),
we have
Si(erdxy) = e1 Aeadry Adag + e1 A egday A das.
A similar computation gives
Si(e1 dxa) = e A esdxs A dxs.
Thus Z(e; ® e1) is the composition

1
e1 ®ep CANN e1 dxy Lz e1 Nexydry ANdzg + e1 Aesdry Ades

@ /
b—>63d$3+62d$2'j—>€2®€2+e3®€37

and E(ea ® e1) = —e; ® eg. Since similar expressions apply to the other
basis functions, we find that

E(e; ®@ej) =055 ) ex Qe —ej®e
k
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for all 4, j, or, equivalently, EF = tr(F)I — FT for F € M. We then have
E7IF = (1/2)tr(F)I — FT, and

JF =curl(Ecurl F), F € C®(;M).

It is worth remarking that if F' = FT, then JF = curl(curl F)T, and if
F =—FT then JF = 0.

There are also elasticity complexes corresponding to the case of strongly
imposed symmetry. In two dimensions, this complex takes the form

0—C® L co@s) L% 0 V) — 0, (11.13)
where S C M is the space of symmetric tensors. The complex (11.13) can
be obtained from the complex (11.13) by performing a projection step. To
see this, consider the diagram

0—C=(Q) -1 co(Q; M) C(QK) x C®(Q; V) — 0

b L R
0—Cc=(Q) L cx@s) % (V) — 0,
m(q,u) = u — divq. The vertical maps are projections onto subspaces and
the diagram commutes, so define a cochain projection, and therefore induce
a surjection on cohomology. The connection between the two versions of
the elasticity complex is explored in more detail in Arnold et al. (2006¢),

but will not be pursued here.
The corresponding elasticity complex in three dimensions with strongly
imposed symmetry of the stress tensor is given by

(skw,div)T
e

0— C®°(QV) S Cc®(S) L 0= S) & e V) -0, (11.14)
where € u is the symmetric part of grad u for a vector field u. If we were to
follow the program outlined previously for mixed methods for the Poisson
equation, the construction of stable mixed finite elements for elasticity for
strong symmetry would be based on extending the sequence (11.13) to a
complete commuting diagram of the form

0—C=(Q) L c®(Q;S) &% (V) — 0

lﬂh lwh lﬂh (11.15)

— w, - u oWy o,
where W), € H%(Q), ¥ C H(div,Q;S) and V}, € L%(Q;V) are suitable
finite element spaces and the 712 are corresponding projection operators
defining a cochain projection. This is exactly the construction performed in
Arnold and Winther (2002) in two dimensions. In particular, since the finite
element space W), is required to be a subspace of H2(Q) (the natural domain
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of J), we can conclude that the finite element space W}, must contain quintic
polynomials, and therefore the lowest-order space ¥j will at least involve
piecewise cubics. In fact, for the lowest-order elements discussed in Arnold
and Winther (2002), W}, is the classical Argyris space, while X}, consists of
piecewise cubic symmetric tensor fields with a linear divergence.

The analogous approach in three dimensions would be based on develop-
ing finite element spaces approximating the spaces in the complex (11.14)
and embedding (11.14) as the top row of a commuting diagram analogous
to (11.15), with a corresponding finite element complex as the bottom row.
However, as mentioned previously, when the symmetry constraint is en-
forced pointwise on the discrete stress space, this construction leads to in-
tricate finite elements of high-order. In this paper, we instead pursue an
approach based on the weak symmetry formulation.

11.4. Well-posedness of the continuous problem

As discussed in Section 11.1, to establish well-posedness of the elasticity
problem with weakly imposed symmetry (11.4), it suffices to verify condition
(W2) of that subsection. This follows from the following theorem, which
says that the map

(_Svd)T
_

HA™HQ; V) HA™(Q;K) x HA™(Q; V)

is surjective, i.e., that the highest-order cohomology of the L? elasticity
sequence vanishes. We spell out the proof in detail, since it will give us
guidance as we construct stable discretizations.

Theorem 11.1. Given (w,pu) € L*A™(Q;K) x L2A"(%;V), there exists
o € HA"1(Q;V) such that do = u, —S, 10 = w. Moreover, we may
choose ¢ so that

lollaa < c(llwll + [[u]]),
for a fixed constant c.

Proof. The second sentence follows from the first by Banach’s theorem, so
we need only prove the first.

(1) By Theorem 2.4, we can find n € H'A"~1(Q; V) with dn = pu.

(2) Since w + S,—1n € HA"(Q; K), we can apply Theorem 2.4 a second
time to find 7 € H'A" 1(Q; K) with d7 = w + S,_17.

(3) Since S,,_o is an isomorphism from Alt"(V; V) to Alt"~}(V; K), when
applied pointwise, it gives an isomorphism of the space H'A"~2(Q;V)
onto H'A""1(;K), and so we have p € H'A"2(Q; V) with S,_ap = 7.

(4) Define o =dp+ne€ HA"1(Q; V).
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(5) From steps (1) and (4), it is immediate that do = p.
(6) From (4), —Sp—10 = —Sp—1dp — Sp—1n. But, since dS = —S5d,
—Sn—1dp =dSp_9p =d7 = w + Sp_17,
S0 —S,_10 = w. Il

We note a few points from the proof. First, although the elasticity prob-
lem (11.4) only involves the three spaces HA"1(Q;V), L2A"(Q;V), and
L?A™(Q;K), the proof brings in two additional spaces from the BGG con-
struction: HA™2(; V) and HA"1(Q;K). Also, although S,,_1 is the only
S operator arising in the formulation, S,_o plays a role in the proof. Note,
however, that we do not fully use the fact that 5, _o is an isomorphism from
AIt"2(V; V) to Alt"}(V;K), only the fact that it is a surjection. This will
prove important in the next subsection, when we construct a discrete elas-
ticity complex.

11.5. A discrete elasticity complex

In this subsection, we derive a discrete version of the elasticity sequence by
adapting the construction of Section 11.2. To carry out the construction, we
will use two discretizations of the de Rham sequence, in general different, one
to discretize the K-valued de Rham sequence and one the V-valued de Rham
sequence. For k =0,1,...,n, let Afl define a finite-dimensional subcomplex
of the L? de Rham complex with an associated cochain projection HZ :
AF — AZ' Thus the following diagram commutes:

0— A0 a4 A1 N A" 0
lnh lnh lnh (11.16)
0—A0 Lo Lot dopn

We do not make a specific choice of the discrete spaces yet, but, as shown
in Section 5, there exist many such complexes based on the spaces PTA’“(’]}L)
and P~A¥(7;,) for a simplicial decomposition 7;, of Q. In fact, for each
polynomial degree r > 0 there exists 2"~ ! such complexes with A} =
PrA™(T,).

Let ]\’fL denote a second finite-dimensional subcomplex of the L? de Rham
complex with a corresponding cochain projection II;, enjoying the same
properties. Supposing a compatibility condition between these two dis-
cretizations, which we describe below, we shall construct a discrete elastic-
ity complex based on them, in close analogy with the BGG construction in
Section 11.2.

Let A}(K) = A¥ ® K and AF (V) = A} @ V. For brevity, we write A} (W)
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for AF(K) x A (V). In analogy with (11.6), we start with the complex
) G 6

0 — AY(W) % AL (W)

Since ]\Z may not equal Afb, the operator K may not map AE(K) into
AF(V). So we define K, : A¥(V) — A¥(K) by K, = I, KK where II, is the
given projection operator onto A (K).

Next we define Sy, = Sk @ AF(V) — AMH(K) by Sj, = dK), — Kpd, for
k=0,1,...,n— 1. Observe that the discrete version of (11.7),

dS, = —-Spd (11.18)

AN(W) —0.  (11.17)

follows (exactly as in the continuous case) from d? = 0. From the commu-
tative diagram (11.16), we see that

Sp =dlI K — I, Kd = I (dK — Kd) = 11;,S.
Continuing to mimic the continuous case, we define the automorphism @y
on A¥(W) by
p(w, p) = (w+ Knp, 1),
and the operator Ay, : AF(W) — AQH(W) by Ay = ®,d®; !, which leads to

Ah(wa M) = (dw - Sh/J’a d:“‘)

Inserting the isomorphisms ®; into (11.17), we obtain the isomorphic com-
plex

0 — AQ(W) 22 ALy An A Aneyyy o, (11.19)

As in the continuous case, the discrete elasticity complex will be realized
as a subcomplex of this complex. We define

FZ_2 = { (wv M) S AZ_Q(W) ’ dw = Snf2,hﬂ}7
P21 = { (w, 1) € ATTY(W) | w =0},
Again, A, maps AZ*Q(W) into I‘Z*Q and FZ*2 into szl, so that

0 — AQ(W) oo 2 ARH(W) 2 =2 2 Td 2 AR (W) — 0
is indeed a subcomplex of (11.19).

As in the continuous case, we could identify I‘Z‘l with ]\Z_I(V), but,
unlike in the continuous case, we cannot identify FZ_Q with AZ_Z(K), since
we do not require that S,,_s j, be invertible (and it is in fact not invertible in
the applications). However, we saw in the proof of Theorem 11.1 that the
decisive property of S,,_» is that it be surjective, and surjectivity of S, 2,
is what we shall require in order to derive a cochain projection and obtain
the analogue of the diagram (11.9). Thus we make the following surjectivity
assumption.
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Surjectivity assumption.
The operator S,z 5 maps A} ?(V) onto A} (K). (11.20)

Under this assumption, the operator Sj, = S,_2 has a right inverse S,t
mapping A}~ (K) into A} (V). This allows us to define discrete counter-
parts of the projection operators 7”2 and 7"~ ! by

2w, p) = (W, = SESup+ Shdw),  whH(w, ) = (0, p+ dS}w),
and obtain the discrete analogue of (11.9):

LA AP W) A A2(w) A A (W) A An(W) S 0

Jid lﬁn—Q an—l lid (11.21)
CA APy A ppe2 Anoprel A ey o,

It is straightforward to check that this diagram commutes. For example, if
(w, 1) € A}73(W), then

77272Ah(w, W) = 7r272(dw — S, dp)
=(dw — Spp, dp — S} Spdp + Sd(dw — Sup))
—(dw — Spp, dp — ST (Spdp 4 dShp)) = An(w, ),

where the last equality follows from (11.18). Thus the vertical maps in
(11.21) indeed define a cochain projection.

Since Ay, maps AZ‘I(W) onto A} (W), the diagram implies that Aj, maps
I~ onto AM(W), i.e., that (—=S,—15,d)T maps A}~ (V) onto AZ(K) x
A7(V). This suggests that the choice of finite element spaces A}~ ! (V) for
stress, A} (V) for displacements, and A} (K) for the multiplier will lead to
a stable discretization of (11.5). We now make specific choices for the two
sets of spaces Aﬁ and foL for £k = 0,1,...,n and verify the surjectivity
assumption. Then in the next subsection we prove that they do, in fact,
lead to a stable discretization.

Let 73, denote a family of shape-regular simplicial meshes of € indexed
by h, the maximal diameter of the simplices in 7y, and fix the degree r > 0.
Our choices are then:

o AV =P AVN(T), A7 = P.A™(T,), and

o AP 2 =P AT, Ay = Prp APH(T), AR = PAR(T).
For the remaining spaces, we choose A’fL and AfL as either P_, +1Ak(771) or
P,A*(7},), for appropriate degrees s, so as to obtain the commuting diagram

(11.16). In all cases we use the canonical projection operator related to the
degrees of freedom in the space, as defined at the end of Section 5.1. Note
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that in the lowest-order case r = 0, we are approximating the stresses
by piecewise linear functions and the displacements and the multiplier by
piecewise constants.

We now verify the surjectivity assumption for this choice.

Theorem 11.2. Let Hzfl : AZ”(Q;K) _ ,;1/\"_1(771;]1{) and ﬁZ*Z :

A" V) — P ,A"(T; V) be the canonical projection operators de-

fined in terms of the degrees of freedom (5.2). Then
1S, oIy 2 =175, 5 on A" 2(Q; V).

Consequently S,_op = HZ_lsn_g maps the space 77;+2A”_2(’Z';L;V) onto
P A (T K).

Proof. Note that the second statement easily follows from the first, since
HZ_I and S,,_o are both surjective.
For the proof, we define the operator K’ : A*(Q; K) — A*(Q;V) by

(K'w)z(v1,. .. v5) = we(v1, ..., 0p) X ()

where X (z) is the element of V corresponding to = and the last product
is the action of the skew-symmetric operator wy(v1,...,v;) on the vector
X (z). We then have

KoAp=wAK'p, weAQV), peNQ;K).
We next show that
Swnp = (—D)* oA (K'd—dK ), we AFQ;V), pe M(K). (11.22)
This follows from the Leibniz rule. We have
dKwAp=d(KwAp) — (~D)*KwAdp=dwA K'p) — (=1)Fw A K'dp,
and
KdwAp=dwAK'p=dwAK'p) - (—1)*w A dK’p.

Subtracting we get (11.22). Thus, if p € PN (Q;K), there exists ¢ €
Pr_1AFTH(Q; V) such that

SwAp=+wA(, we A Q;K)

(namely, just take ¢ = (K'd — dK")u).
Now, to prove the theorem we must show that

(1 Spo — I 1S, oI ?)o =0
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for all o € A"2(Q; V). Defining w = (I — HZ_Q)O', the required condition
becomes HzflSn,Qw = 0. Since ﬁ’,fzw =0, we have

/ TrywAC =0, C € Prayn 1A 2(F;V), fEATR), n—1<d<n,
f

(11.23)
(in fact (11.23) holds for d = n — 2 as well, but this is not used here). We
must show that (11.23) implies

/Trf(Sn_gw) Ap=0
f

for p € Pr_gin1 A" K), f € Ag(T1), n — 1 < d < n. This follows in
view of the result proved in the last paragraph (applied on the face f; note
that d, K, K’ and S commute with traces). L]

In the next subsection, we use this result to verify that this choice of spaces
results in a stable finite element discretization of the variational formulation
of elasticity with weak symmetry.

11.6. The main stability result for mized finite elements for elasticity
We show in this subsection that the choices

APHY) = P AN (T V),
AR (V) = PN (Ty; V), (11.24)
AM(K) = PA"(T; K),

give a stable finite element discretization of the system (11.5).
The first stability condition (S1) is obvious since, by construction,

AP, A" (T V) € PrA™ (T V).

The condition (S2) is more subtle. Our proof is inspired by the proof of
the well-posedness result, Theorem 11.1, but involves a variety of projec-
tions from the continuous to the finite element spaces, and keeping track
of norms. A technical difficulty arises because the canonical projection
f[’,;”_2 : A2 V) — P A" 3(T; V) is not bounded on H!, since its
definition involves traces on subsimplices of codimension 2. On the other
hand, we cannot use the smoothed projection operators introduced in Sec-
tion 5.4, because these do not preserve the moments of traces on faces of
codimension 0 and 1, which were required in the previous theorem to prove
that Hz_lSn_gﬁZ_Q = HZ_ISR_Q. Hence we introduce a new operator,
Py A2 V) — PT_JFQA"*Z(’Z};V). Namely, as for the canonical projec-
tion, Ppw is defined in terms of the degrees of freedom in (5.2), but it is
taken to be the element of P ,A""%(T},; V) with the same moments as w
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on the faces of codimension 0 and 1, but with the moments of a smoothed
approximation of w on the faces of codimension 2. For more details see
Arnold et al. (2006¢). The properties we will need of this operator as well
as the relevant canonical projections are summarized in the following lemma.

Lemma 11.3. Let

I A Y K) — P A (T K),
A K) — PrA™(Th; K),
Q;V) —
Q;V)

r+1An_1(777,;V)a
— PrA"(Tp; V)

9

)

(
A™(
Hn 1 1(
A™(

be the canonical projections, and let Py, : A"~ 2(Q; V) — P, A" 2(T;; V)
be the operator described above. Then

A~ =G, Ml = 11} (11.25)
1S, 9Py =T771S, o, ( )
[Mpw| < cllwl],  we A™(2;K), (11.27)
I w| < clwlh, we A1 (QV), ( )
[dPun|| < cllnli,  ne A" V). (11.29)

The constant ¢ is uniform in the mesh size h (although it may depend on
the shape regularity of the mesh).

Proof. The commutativity conditions in (11.25) are the standard ones. We
proved (11.26) with I:IZ_2 in place of P, in Theorem 11.2. Since the proof
only depended on the fact that the projection preserved the appropriate
moments on faces of codimension 0 or 1, the same proof works for BPj,.
The L? bound (11.27) is obvious since II? is just the L2-projection. The
bound (11.28) is standard. Finally the bound in (11.29) can be proved using
standard techniques; see Arnold et al. (2006¢). O

We can now state the main stability result, following the outline of The-
orem 11.1.

Theorem 11.4. Given (w,u) € PrA"(Th; K) x PrA™(Th; V), there exists
o € Pry1 A" Y(T,; V) such that do = p, —I}Sp—10 = w, and

lollaa < c(llwll + llulD), (11.30)

where the constant c¢ is independent of w, ; and h.
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Proof.

(1)

(2)

By Theorem 2.4, we can find n € H'A"1(;V) with dn = p and
Il < cllll-

Since w + HZSn_lﬁZ_ln € HA"(Q; K), we can apply Theorem 2.4 a
second time to find 7 € H'A"1(Q;K) with dr = w + T2, 111} 'n
and |71 < e(|lw]| + [ TTSu—1 1T n])).

Since S,_2 is an isomorphism from H'A"~2(Q;V) to H'A"1(;K),
we have p € H'A"2(Q; V) with S,_op =7, and ||p|1 < ¢/|7|1.
Define o = dPy,p + ﬁz_ln € Pri A" H(Ty; V).

From step (4), (11.25), step (1), and the fact that II} is a projection,
we have

do = dIT} 'y = Opdy = M = p
From step (4),
~I0}S, 10 = —II}'S,_1dPyp — TS, 1 I 1.
Applying, in order, (11.7), (11.25), (11.26), step (3), (11.25), step (2),
and the fact that II} is a projection, we obtain
IS, —1dPyp = —T1}idS, 2 Php = —dII} 1S, 2 Pup

= —dI} 1Sy _9p = —dII} " 'r = —TI}dr

=~} (w + IS, ) 'y) = —w — TS, I 1.
Combining, we have —1I7'S,,_10 = w.

Finally, we prove the norm bound. From (11.27), the boundedness of
Sp_1 in L2, (11.28), and step (1),

T S I, 1] < el| S I ™ pl] < [Tl < ellnlly < ellul]-

Combining with the bounds in steps (3) and (2), this gives ||p]1 <
(]l + ]} From (11.29), we then have 4Pyl < c(lw] + ).
From (11.28) and the bound in step (1), ||HZ_177H <c|nlh < cljp]]- In
view of the definition of o, these two last bounds imply that [|o| <
c(|lwll + ||pl|), while ||[do|| = ||x]], and thus we have the desired bound
(11.30). O

We have thus verified the stability conditions (S1) and (S2), and so may
apply the standard theory of mixed methods (see Brezzi (1974), Brezzi and
Fortin (1991), Douglas and Roberts (1985), Falk and Osborn (1980)) and
standard results about approximation by finite element spaces to obtain
convergence and error estimates.
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Theorem 11.5. Suppose (o,u,p) is the solution of the elasticity system
(11.4) and (op, up,pp) is the solution of discrete system (11.5), where the
finite element spaces are given by (11.24) for some integer r > 0. Then
there is a constant C', independent of A, such that

lo = onllza + lu—unll + llp — pull < Cinf([lo =7l + [lu = vl + [lp — gl)-

where the infimum is over all 7 € Az_l(V), v e AR(V), and g € A}(K). If u
and o are sufficiently smooth, then

lo = onll + lu = upll + llp = pall < CR™*lullye,

ld(o = on)ll < CR™*|do]|+4:1.

11.7. Traction boundary conditions

So far we have considered only the case of the Dirichlet boundary condition
u = 0 on 0f2. In this subsection, we consider the modifications that need to
be made to deal with the case of the traction boundary condition on = 0
on Jf). For this boundary value problem, in order for a solution to exist,
f must be orthogonal in L?(2; V) to the space T of rigid motions, defined
to be the restrictions to € of affine maps of the form x — a + bxr where
a € Vand b e K. If f does satisfy this compatibility condition, then u is
only unique up to addition of a rigid motion. One method of defining a
well-posed weak formulations for this problem is to introduce a Lagrange
multiplier to enforce the constraint on f. We are then led to the following
weak formulation, analogous to (11.3).
Find (o, u,p,s) € H(div, ;M) x L2(Q; V) x L2(Q;K) x T satisfying

/Q(AU:T—i—diVT-u+T:p)dx—0, T € H(div,Q; M),
/Q(diva-v—ks-v)da::/gf-vda:, ve L2(Q;V),
/Qa:qdaczo, q € L*(Q;K),
/u~tdx:0, teT,
Q

where
H(div, ;M) = {o € H(div, ;M) : on = 0 on dQ}.
We shall show below that this problem is well-posed.

To restate this in the language of differential forms we introduce T* =
*T C P1A"(Q; V). The problem then takes the form: given f € L2A™(; V),
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find (o,u,p,s) € HA"H(Q; V) x L2A™(Q; V) x L2A"(Q; K) x T* such that
(Ao, 7) + (d7,u) — (Sp—17,p) =0, TE fOIA"_l(Q;V),
(do,v) + (s,v) = < v), v e LEA™(Q V),
)=

< n—10,(q 7 q€L2An(QvK)7
(u, £) = 0, teT

(11.31)

We remark that taking v € T* in the second equation and using the identity
given in Lemma 11.8 below together with the third equation, implies that
s is the L%-projection of f into T*.

We consider here the development of stable mixed finite elements for
the linear elasticity problem with traction boundary conditions based on
the variational formulation (11.31). To do so, we will follow the develop-
ment for the Dirichlet problem. In particular, we will again use the link
between stable mixed finite elements for elasticity and the existence of dis-
crete versions of a corresponding elasticity complex and also the connection
between the elasticity complex and the ordinary de Rham complex. Thus,
the choice of stable finite element spaces for elasticity with traction bound-
ary conditions will again have as its starting point discrete versions of an
appropriate de Rham complex. Since the derivation is quite analogous to
the case of Dirichlet boundary conditions, we will not provide all the details,
but concentrate on the modifications that are needed. We will make use of
finite element spaces of the form Afl = Aﬁ N HA* (where Az = P.A*(Tp)
or P,-A*(7)). The canonical projection operator I} then maps HAK(Q)
into Ak

We begin with the BGG construction, parallel to Section 11.2. For the
case of traction boundary conditions, the appropriate de Rham sequence
is that with compact support, (2.13), and the corresponding L? complex
(2.14). So our starting complex for the BGG construction is

@9 GO G

where W = K x V and AF(W) := AF(Q;K) x A¥(Q; V). With & and A as
before, ® is a cochain isomorphism from (11.32) to

0 A°wW) A Alw) A A Arw) o (11.33)

0 — A%(W) AL (W) A" (W) = 0, (11.32)

Introducing the spaces I in analogy to the spaces I' of Section 11.2, we

obtain the subcomplex
0— AowW) A .. A An-3(w) A P2 A pret A Rneyy)

and a correspondlng cochain projection. Identlfymg elements (w, 1) € F" 2
with w € A"2(Q;K) and elements (0, ) € I with u € A" 1(Q; V), w
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obtain the relevant elasticity complex

A

0 — A0(w) A ... A fn-s(w) (G759,

A"2(Q;K)

dos~ ! (=Sn_1,d)T
-

od o o
— 2 L AN V) A"(W) — 0. (11.34)

The complex (11.32), and so the isomorphic complex (11.33) have a co-
homology space of dimension dimV 4+ dimK = n(n + 1)/2 at the highest
order. Thus the highest-order cohomology space for the elasticity complex
(11.34) has dimension at most n(n+1)/2. In other words, solvability of the
problem, given (w, ) € A™(W), to find o € A"~ 1(Q; V) such that

(_Sn*10-7 do’) = (wa :u)?

implies at most n(n+ 1)/2 constraints on the data (w, p). In fact, it implies
exactly this many constraints, namely,

/u:O, /w:/Ku.
Q Q Q

Indeed, the first equation (n constraints) follows immediately from the equa-
tion do = p and Stokes’ theorem, while

| o= [ua-are = [ Kao~ [ wn

Our next goal is to prove the well-posedness of (11.31). But first we prove
a useful lemma.

Lemma 11.6. Given a € V and b € K, there exists a unique s € T* such
that fﬂs =a, fQKS =b.

Proof. Since dimT* = dimV + dimK, it is enough to show that if [, s
and [, Ks = 0, then s = 0. Now s, = (g9 + cz)vol, for some g € V and
¢ € K (in order to lighten the notation, we will henceforth not distinguish
between the point x and the associated vector X (x)). From the vanishing
of [ s we can write ¢ in terms of ¢ and find that s, = ¢(z — Z)vol, where Z
is the barycentre of (2. We have a simple linear algebra identity

(v Abv,b) = =2|w|?, vEV, beK, (11.35)

where the inner product on the left is taken in M and the norm on the right

is the norm in V. Thus

e(w =) = %((m “F) Aclz — ), 0).

Integrating over  and using the fact that [s =0, we get

_/Q|c(;p—;z=)|2vo|:%</Q:U/\sx,c>:%</QKS,C>:0.

Thus ¢(z — ) =0, and so s vanishes. O
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We now turn to the proof of well-posedness, i.e., the analogue of Theo-
rem 11.1 for traction boundary conditions. The problem (11.31) is of the
saddle point type to which Brezzi’s theorem applies, with

a(o, s;1,t) = (Ao, 1),
b(07 83U, q) = <dU7 U> - <Sn—107 q) + <87 U)'
The analogues of conditions (W1) and (W2) are:
(W1) ||7]|30 + |It]? < e1(AT, 7) whenever 7 € HA®1(Q; V) and ¢ € T*
satisfy (dr,v) + (t,v) =0 Vo € L2A™(;V) and (S,,_17,q) = 0
Vq € L2A™(9; K),
(W2') for all nonzero (v,q) € A™(; V) x A"(Q2; K), there exists nonzero
e A" 1(Q;V) and ¢ € T* with
(d7,0) = (Spa7, @) + (8 0) = o[l ma + [[ED o]l + Tl

for some positive constants ¢; and co. Again, the first condition is easy
(since for such 7 and ¢, the rigid motion ¢ is an L2-projection of d7). We
now prove (W2').

Theorem 11.7. Given (w,pu) € L*A™(Q;K) x L2A™(£;V), there exists
o€ HA"1(Q;V), s € T* such that do + s = p, —S,_10 = w. Moreover we
may choose o, s so that

ollza + [Isll < c(llwll + [[u]]),
for a fixed constant c.

Proof. Again, the norm bound is automatic once the existence is estab-
lished.

(0) Define s € T* by

/Qs—/ﬂ,u, /QKs—/Q(Ku—i-w).

By the lemma, this determines s.
(1) By Theorem 2.4, we can find n € H*A"1(Q; V) with dnp = p — s.
(2) Now w + Sp—1n € HA™(2; K) and has vanishing integral, since

| Suin= [ Kan= [ Ku=s)=- [

Thus we can apply Theorem 2.4 another time to find € H'A"! (; K)
with dr = w + Sp—17.

(3) Take p € H'A"2(Q;V) with S,,_op = 7.
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(4) Define o = dp +n € HA" 1(Q; V).
(5) From steps (1) and (4), it is immediate that do + s = p.
(6) From (4),

—on—10 = — nfldp - Snfln = dSn72p - Snfln =dr — Snfln = w.
O

We now turn to the discrete problem: find (o, up, pp,sn) € JO\Z_I(V) X
AR (V) x AR(K) x T* such that

(Aop, ) + (d71,up) — (Sp—17, 1) = 0, TEIC)\ZA(V),
o) o) =) D €M
(Sn-10h,q) =0, q € A, (K),
(up,ty =0, t e T

The stability conditions for this system are then:
(S1) |73 5 +1Is]1? < c1(AT, 7) whenever 7 € Az_l(V) and s € T* satisfy
(dr,v) + (s,v) =0 Yv € A}(V) and (S,—17,¢q) = 0 Vg € A}(K),
(S2') for all nonzero (v, q) € A} (V) x A}(K), there exists nonzero 7 €
A7~1(V) and s € T* with
(d7,v) = (Sna7, ) + (s,0) = eo([|7]lza + sl + llglD),
where ¢; and co are positive constants independent of h.

We choose the same finite element spaces as before, except that the stress
space now incorporates the boundary conditions:

APHV) = Prp AN (T V), AR(Y) = PoA™(Ths V),
AR (K) = PrA™(Ty; K).
We show that, for any r > 0, this choice gives a stable finite element dis-
cretization of the system (11.36). The case when r = 0 requires a bit of
extra effort, because T* ¢ A7(V) in this case. We begin by assuming that

r > 1 and remark on the case » = 0 at the end.
The following simple identity will be useful in establishing stability.

Lemma 11.8. Let s = (a + bx)vol € T*, with a € V and b € K. Then
1 o
(dr,s) = §<Sn,17',bvo|>, 7€ HA" L (Q; V).

First we verify the stability (S1’). We have 7 € 75r+1A"_1('Z71;V) and
s € T* with

(dr,v) + (s,v) =0, v € P,A"(Ty; V), (Sp-17,q) =0, q € PrA"(71; K).
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Taking v = s in the first equation, applying the lemma, and then the second
equation, we conclude that s = 0. Then we take v = dr and conclude that
dr =0, so the bound in (S1’) holds.

The proof of the second stability condition is very much as in the case
of Dirichlet boundary conditions, with the minor extra complications which
we have already seen in the continuous case in Theorem 11.7, so we just
sketch the proof.

Theorem 11.9. Given (w,u) € PrA™(74;K) x PrA™(Tp; V), there exists
0 € Pry1 A" Y(T;; V) and s € T* such that
do + s = pu, —II}S,—10 = w,
and
lollzra + Nl < e(llwll + [lul),

where the constant c is independent of w, p and h.

Proof. First define s and 7 as in steps (0) and (1) of Theorem 11.7. Note
that

/Q(w + IS, I 1) = /Q(w — KA}~ ty) = /Q(w — KT} (1 — )

- [ (o= K(u=s) =0

Thus we can take 7 € HA" (2 K) with d7 = w + 7S, 111}y and then
p= 57;_127', and o = dP, + 1:12_17;. The remainder of the proof is just as for
Theorem 11.4. O

Finally we remark on the modifications that have to be made in the case
7= 0. In the proof of (S1’), we cannot take v = s, since T* € PoA™(Tp,; V).
So we take v = II}'s, with II}} simply the L?-projection into the piecewise
constant n-forms. Then

HlZIZSH2 = (s,v) = —(dr,v) = —(d7,s) =0,

with the last step following from the lemma, as before. The II7's = 0. But
for s € T* it is easy to see that this implies that s = 0, at least for A
sufficiently small.

A similar issue arises in the verification of (S2'). Now we want to find
o€ PLA" YT}, V), s € T* with do + I17's = p. This requires us to define

s by
/s:/u, /Kﬁﬁs:/(Ku—i-w).
Q Q Q Q

The existence of such an s follows from a variant of Lemma 11.6 which
replaces K's by KIIys. The variant lemma can be proved using the identity
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(11.35), but taking v = II;(z — Z), the L*-projection of # — & into the
piecewise constants, rather than v = x— as before. It follows that II}}s = 0,
which again implies that s vanishes for small h.

11.8. Simplified elements

The purpose of this subsection is to present a stable element for which the
finite element spaces are slightly smaller than the simplest element derived
so far, namely

ARTHV) = PUA T (T V), AR(Y) = PoA™ (Ti; V), AR (K) = PoA™(Ti; K).

(We return to the Dirichlet problem for this.) In the new element, the spaces
A7(V) and A?(K) are unchanged, but A?'(V) will be reduced from a full
space of piecewise linear elements to one where some of the components are
only a reduced space of linears. Since the full details for the cases n = 2
and n = 3 are provided in Arnold et al. (2005) and (2006¢), we only present
the main ideas here.

By examining the proof of Theorem 11.4, we realize that we do not use the
complete sequence (11.17) for the given spaces. We only use the sequences

PrA™ (T K) 5 PoA™(ThK) — O,
Py AP 2(Th; V) -5 PIAL(T; V) —Ls PoAN(Th; V) — 0.

The purpose here is to show that it is possible to choose subspaces of some
of the spaces in (11.37) such that the desired properties still hold. More pre-
cisely, compared to (11.37), the spaces P, A" 2(7;;V) and PiA"Y(7;,; V)
are simplified, while the three others remain unchanged. If we denote
by Py, _A"3(7p,; V) and Py _A"1(T5,; V) the simplifications of the spaces
Py A"2(T7;,; V) and P1A"1(T;;V), respectively, then the properties we
need are that:

Py A"2(Ti; V) -5 P AT V) L PoAY (T, V) — 0 (11.38)

(11.37)

is a complex and that the surjectivity assumption (11.20) holds, i.e., Sy =
Sp—2,, Maps 772_7_A”*2(’Z71;V) onto Py A" 1(7;;K). We note that if the
space Py A" Y(Ty; V) € P1_A""Y(7,;V), then d maps Py _A""1(Tp; V)
onto PoA"™(7y; V).

The key to this construction is to first show that a space Py _A"2(T; V)
can be constructed as a subspace of P, A"2(T;,; V), while still retaining the
surjectivity assumption (11.20). This can be done locally on each simplex.
We begin by recalling that the degrees of freedom on a face f € A,_1(7T)
of Py A"~2(T; V) have the form

/w/\u, 1€ PoAL(f, V). (11.39)
f
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However, if we examine the proof of Theorem 11.2, we see that the only
degrees of freedom that are used for an element w € Py A"~2(T;V) are the
subset of the A,_1(T") face degrees of freedom given by

/w/\y, v ek,
f

where in the integral we view v € K ¢ M = Alt!(V;V) as a 1-form with
values in V.

To classify the degrees of freedom that we need to retain to establish The-
orem 11.2; we observe that the n(n — 1)-dimensional space of test functions
used in (11.39) can be decomposed into

Pol (f;V) = PoA' (f; Ty) + PoA (f; Ny),

i.e., into forms with values in the tangent space to f, T, or its orthogonal
complement, Ny. This is an (n — 1)? + (n — 1)-dimensional decomposition.
Furthermore,

PoA (f3T1) = Polgymn (F: T1) + Poli (f3 Ty),
where pu € PoA(f;Ty) is in PoAL,.(f; Ty) if and only if u(s) -t = u(t) - s

sym
for orthonormal tangent vectors s and t. Note that when n = 2, this space
is 1-dimensional, so there is only POA;ym( [;Ty). Finally, we obtain an

n(n —1)/2 + n(n — 1)/2-dimensional decomposition
Pol! (3 V) = Polsyun (f: T5) + Polh e (£ V),
where
Polge (£ V) = Polgey (f: Tr) + PoAl (f3 Ny).
It can be shown that the degrees of freedom corresponding to PoAl, . (f;V)

skw
are the ones that need to be retained, while those in POA;ym( f;Ty) are not
needed.

The reduced space Py _A"2(T;V) that we now construct has two prop-
erties. The first is that it still contains the space PyA" 2(T;V) and the
second is that the unused face degrees of freedom are eliminated (by setting
them equal to zero). We can achieve these conditions by first writing an
element w € Py A" 2(T;V) as w = [w + (I — IIj,)w, where IIj, denotes the
usual projection operator into Py A"~ 2(T; V) defined by the moments on the
faces f € A,—2(T). Then the elements in (I — II)Py A" %(T; V) will have
zero traces on these faces, so they are completely defined by their degrees
of freedom on the faces f € A,,_1(T):

/fw/\,u, € PA(F V), feA, 1(T).

Thus, we henceforth denote (I — I1,)P5 A"~2(T; V) by P{fA"_Q(T;V).
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We then define our reduced space
Py A"2(T;V) = PN (T; V) + Py, _A"2(T5V),

where P, ; _A""%(T; V) denotes the set of forms w € P{fA”_2(T;V) satis-
fying

/w/\u =0, pe POA;ym(f;V)v
f

i.e., we have set the unused degrees of freedom to be zero. The space
Py, _A?(V) can then be defined from the local spaces in the usual way. The
degrees of freedom for this space are then given by

/w A, p€ PiAY(f;V), fe A, oT),

f

/w A, € Pohbe (F;V),  f €A 1(T).
f

When n = 3, the space P, _AY(T;V) will have 48 degrees of freedom (36
edge degrees of freedom and 12 face degrees of freedom).
The motivation for this choice of the space Py _A}73(V) is that it easily

leads to a definition of the space P17,A271(V) that satisfies the property
that (11.38) is a complex. We begin by defining

P1-A"NT;V) = PP A (T V) + AP, ;A" *(T; V).

When n = 3, this space will have 24 face degrees of freedom. The space
P1,—A7"1(V) is then defined from the local spaces in the usual way. It is
clear that Py A}~ H(V) € P1_A}" (V) and easy to check that the complex
(11.38) is exact.

We define appropriate degrees of freedom for the space 7717_A”_1(T; V) by
using a subset of the degrees of freedom for PyA"~1(T; V), i.e., of ffw A L,

p € PiA(f;V), f € A,_1(T). In particular, we take as degrees of freedom
for P _A""Y(T;V),

T
/w A i, ®e Pl,skWAO(f;V)v f € An—l(T)v
f

where P; g A°(f; V) denotes the set of u € PiA°(f;V) that satisfy du €
POAslkw(f; V)

Using an argument parallel to that used previously, it is straightforward
to show that the simplified spaces also satisfy the surjectivity assumption
(11.20). We can then complete the proof of stability and show that the
convergence asserted in Theorem 11.5 for » = 0 holds also for the reduced
spaces.
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When n = 3, Pl,skwAO( f;V) is a 6-dimensional space on each face, so the
above quantities specify 24 degrees of freedom for the space 7717_1\2 (T;V). Tt
is not difficult to check that these are a unisolvent set of degrees of freedom,
and we can use the identification of an element w € A%(Q; V) with a matrix
F given by w(v1,v2) = F(v1 X v2) to describe the six degrees of freedom on

a face:
/Fndf, /(acot)nTFndf,
f !
/(x-s)nTFndf, /[(x-t)sT— (z - s)tT)Fndf.
f !
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